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Abstract

The Olsen model for the biochemical peroxidase-oxidase reaction has a parameter regime where one of its four
variables evolves much slower than the other three. It is characterized by the existence of periodic orbits along which a
large oscillation is followed by many much smaller oscillations before the process repeats. We are concerned here with
a crucial ingredient for such mixed-mode oscillations (MMOs) in the Olsen model: a surface of connecting orbits that
is followed closely by the MMO periodic orbit during its global, large-amplitude transition back to another onset of
small oscillations. Importantly, orbits on this surface connect two one-dimensional saddle slow manifolds, which exist
near the curve of equilibria of the limit where the slow variable is frozen and acts as a parameter of the so-called fast
subsystem.

We present a numerical method, based on formulating suitable boundary value problems, to compute such a surface
of connecting orbits. It involves a number of steps to compute the slow manifolds, certain submanifolds of their stable
and unstable manifolds and, finally, a first connecting orbit that is then used to sweep out the surface by continuation.
If it exists, such a surface of connecting orbits between two one-dimensional saddle slow manifolds is robust under
parameter variations. We compute and visualize it in the Olsen model and show how this surface organizes the global
return mechanism of MMO periodic orbits from the end of small oscillations back to a region of phase space where
they start again.

1 Introduction

Olsen [1983] derived a system of four differential equations that describes the biochemical reaction that oxidises the
substrate nicotinamide adenine dinucleotide (NADH) with the enzyme peroxidase as the catalyst. There is no universally
agreed mathematical model for this peroxidase-oxidase reaction, but the reaction chain involves at least two intermediate
free radicals, which means that the model is at least four dimensional. Olsen showed that a four-dimensional system,
referred to as the Olsen model and introduced in detail below, is indeed sufficient to produce experimentally observed
phenomena, including complicated oscillations, bistability, and chaotic behavior [36]. The Olsen model is of particular
interest to mathematicians because the periodic oscillations are of so-called mixed-mode type: localized small-amplitude
oscillations (SAOs) are combined with global large-amplitude oscillations (LAOs) into a complicated periodic pattern.
Mixed-mode oscillations (MMOs) are known to occur in chemical reactions [22, 5], but they are also ubiquitous, for
example, in neuronal spiking patterns and lasers; see [6] and references therein. The Olsen model can exhibit different types
of MMOs, including some with several LAOs before a phase of SAOs, and this has also been observed experimentally [36].

From a mathematical point of view, dynamical systems that exhibit MMOs are generally characterized by a difference
in time scales, or evolution rates, of the different system variables. In its simplest form, such a time-scale separation
is global in the sense that the variables are divided into different groups that evolve on different time scales, which is
represented by one or more time-scale separation parameters that multiply respective groups of variables. However, in
many models, and this is also the case for the Olsen model, there is no such global time scale separation; rather the
time scales of the variables depend on the choice of intrinsic system parameters and on what regions of phase space are
visited by a trajectory of interest, such as an MMO periodic orbit. We study the Olsen model in the parameter regime
considered in [7], where it features stable periodic MMOs with a single LAO followed by many SAOs. While it nominally
has three different time-scales, the Olsen model has one slow and three fast variables for this choice of parameters [27].
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Slow-fast systems with a single time-scale separation ε can be studied with the tools of geometric singular perturbation
theory (GSPT) [24] as introduced by [14]. The main result is that invariant objects of the limiting (lower-dimensional)
slow and fast subsystems for ε = 0 give rise to nearby corresponding ‘slow objects’ that organise the slow-fast dynamics.
Key in this context are the objects on which the slow flow lives: equilibria of the fast subsystem, formed by the intersection
of the nullclines associated with the fast variables, define the so-called critical manifold that perturbs to (branches of) the
slow manifold for ε > 0. When there is a single slow variable, as for the Olsen model we study here, the critical manifold
and the associated branches of slow manifolds are curves in phase space. Moreover, the critical manifold we encounter in
the Olsen model is cubic or S-shaped with branches that meet at fold points with respect to the slow variable.

The existence of an S-shaped critical manifold is a robust phenomenon whose relevance goes all the way back to the
study of planar slow-fast systems, notably the famous Van der Pol oscillator [44] and FitzHugh–Nagumo model [15, 29].
Their well-known relaxation oscillations track an attracting branch towards the fold of the critical manifold, then make
a fast transition to the other attracting branch, where the slow flow is in the opposite direction; the trajectory then
approaches the other fold, where it makes a fast transition back, and the process repeats. The two attracting branches
are connected by a repelling branch of the critical manifold. As it turned out, this repelling branch may be followed
closely by certain periodic orbits, which are referred to as canard cycles [2]. They were found in an exponentially small
range of a system parameter, where small periodic orbits born in a Hopf bifurcation exhibit a sudden, rapid increase in
amplitude to become large relaxation oscillations. This phenomenon is known as a canard explosion; see, for example,
[6, 17] for more details on these now classical results.

S-shaped one-dimensional critical manifolds also play an important part for understanding the slow-fast dynamics of
mathematical models with a phase space of dimension three, meaning that there are now two fast variables in addition
to the slow variable.1 In particular, S-shaped critical manifolds can be found as a main ingredient in neuron models of
Hodgkin–Huxley type [21] that show bursting behavior characterized by periods of high-frequency spiking and quiescent
periods in between. Rinzel [1987] successfully applied GSPT to explain different types of bursting patters of neurons
in terms of the bifurcation structure of the fast subsystem. The ideas of Rinzel led to the discovery and classification
of many different bursting patterns, many of which have been collected in [23]. The critical manifold in these types of
models is often an S-shaped curve that contains equilibria of all stability types; see [40]. In other words, compared to
the planar case, there are now new possibilities for the dynamics associated with an S-shaped critical manifold. First of
all, when an attracting (stable) branch of the critical manifold loses stability at a fold point, the accompanying branch is
now of saddle type, consisting of equilibria of the fast subsystem with one repelling and otherwise attracting directions.
Moreover, stability along a branch of the critical manifold can now change not only fold points (as for the planar case)
but also at Hopf bifurcations of the fast subsystem (which requires at least two fast variables). Finally, a Hopf bifurcation
generates a family of bifurcating periodic orbits of the fast subsystem, which may be stable or unstable, change stability
at fold (or saddle-node) bifurcations, and may or may not grow to reach a point on a saddle branch of the S-shaped
critical manifolds to form a homoclinic orbit. The different possibilities create quite a large number of different cases that
are at the core of the classification of bursting neurons [23, 40].

Two bursting patterns, known as square-wave (fold/homoclinic) bursting and pseudo-plateau bursting, show the
specific characteristics of an MMO, namely, lots of SAOs followed by a single LAO. Both are quite closely related [37] and
can be generated with a three-dimensional system that has one slow variable and an S-shaped critical manifold. More
specifically, an attracting branch of the critical manifold becomes repelling at a Hopf bifurcation; the repelling branch
connects at a fold point to a saddle branch that connects to a different attracting branch at a second fold point. For square-
wave bursting, the Hopf bifurcation is supercritical and for pseudo-plateau bursting it is subcritical, but for both cases
the emanating family of periodic orbits ends at a homoclinic bifurcation where the family reaches a saddle equilibrium on
the middle branch. In the context of bursting in the full three-dimensional system, the family of (respectively attracting
and repelling) periodic orbits gives rise to fast oscillations along a slow segment of the MMO; see also [3, 37, 42]. In
both cases, one LAO brings trajectories back to the SAO regime because of the S-shaped nature of the critical manifold,
generating a periodic MMO.2

There are even more possibilities for the dynamics associated with a one-dimensional S-shaped critical manifold in a
system of dimension four. In particular, a fold point may now connect two saddle branches of the slow manifold, and
this is exactly the situation we encounter in the Olsen model. More specifically, in the parameter regime we consider, the
S-shaped critical manifold for ε = 0 of the Olsen model is essentially that of the pseudo-plateau burster but, importantly,
there are now three fast variables. Therefore, and in contrast to three-dimensional slow-fast systems with a single slow
variable, the equilibria on the critical manifold ‘past’ the Hopf bifurcation are not repelling, but they are saddles with two
unstable and one stable eigenvalues. On the other hand, the saddle equilibria in between the fold points on the S-shaped
critical manifold have only one unstable, but two stable eigenvalues. Indeed, in three dimensions, such a difference in

1Three-dimensional slow-fast systems with one fast and two slow variables are beyond the scope of this paper but also very interesting.
They provide robust mechanisms for the generation of different types of MMOs organized by what are known as folded singularities, which
generate transverse intersections of attracting and repelling slow manifolds in structurally stable canard orbits; see, for example, [1, 43] and
[6] as an entry point to the literature.

2In general, MMOs tend to be associated with slow-fast systems that have two slow variables [4, 6, 16, 33, 43, 46]; in fact, pseudo-plateau
bursting has also been classified as an MMO generated by a system with two slow variables [45].
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saddle index is not possible.
As we will show is the case for the Olsen model, this configuration of an S-shaped critical manifold in four dimensions

may generate a surface of heteroclinic connecting orbits between the two associated saddle branches of the slow manifold
for nonzero ε. This situation is robust, because the two saddle branches of the critical manifold have a three-dimensional
stable and a three-dimensional unstable manifold, respectively, which perturb to stable and unstable manifolds of the
two slow manifolds with the same dimensions [14]. Two three-dimensional manifolds in a four-dimensional phase space
are generically expected to intersect and, if they do, they intersect robustly in a two-dimensional surface of heteroclinic
solutions. More technically, slow manifolds for nonzero ε are defined by the property that they stay O(ε) close to the
respective branch of the critical manifold for a time of O(1) [18, 13]. Similarly, their stable and unstable manifolds can be
viewed as solution families that contain orbit segments that rapidly converge to a saddle slow manifold and then remain
O(ε) close to it for O(1) time [18, 20, 13].

The challenge that we address in this paper is to develop a numerical method capable of finding the surface of
heteroclinic connections between two slow manifolds. We achieve this by defining suitable families of orbit segments,
which are then found as solutions of corresponding well-posed boundary value problems (BVPs). This BVP approach
is accurate and flexible; it can be used for computing various invariant objects of a given dynamical system [25]. In
particular, it is well suited to the context of slow-fast systems, where it has been employed to compute attracting and
repelling slow manifolds of dimensions one and two; see [6, 20, 8]. Saddle slow manifolds, on the other hand, tend to be
approximated by a saddle segment of the critical manifold, which is then used to compute approximate stable or unstable
manifolds of the saddle slow manifold [7, 18, 20]; see also [19, 35]. More recently, a method was presented in [13] that
computes the saddle slow manifold of a three-dimensional system; the underlying idea is to find (a suitably large part of)
the saddle slow manifold with a BVP set-up to find an orbit that starts in its stable manifold, follows the slow manifold
for O(1) time and then leaves it along its unstable manifold. The local two-dimensional stable and unstable manifolds
found as part of this set-up can then be extended into parts of phase space beyond a neighborhood of the slow manifold;
see [13] where the stable manifold was shown to organize spike adding in a parameter-dependent model of pseudo-plateau
bursting.

We present here a method for computing a surface of heteroclinic connections between two saddle slow manifolds.
More specifically, this is achieved in several steps, each with a dedicated BVP set-up whose solutions are found with
the boundary value problem solver of the continuation package AUTO [10, 11]. First of all, we extend the approach
from [13] to systems with three fast variables to find the two saddle slow manifolds of different index (number of unstable
directions). Subsequently, we set up a BVP formulation that allows us to compute suitable two-dimensional submanifolds
of their respective three-dimensional stable and unstable manifolds; this is similar in spirit to the approach taken in [20].

The crucial part of our method is to find a first heteroclinic connection, that is, an orbit that lies in the stable manifold
of one slow manifold as well as the unstable manifold of the other slow manifold. We determine such a heteroclinic orbit
in a systematic way with a novel implementation of Lin’s method [31, 26, 48]. In a nutshell, we consider a BVP set-up
for two orbit segments, the first in the stable manifold and the other in the unstable manifold of the respective slow
manifolds, such that both orbit segments have an end point in a common three-dimensional section; these two orbit
segments are coupled by requiring that their end points in the section lie along a fixed direction, called the Lin direction.
A heteroclinic orbit can then be found as a zero of the the (signed) distance in the Lin direction; see Section 4 for details.
This heteroclinc orbit is then used to sweep out the surface of heteroclinic connections by continuation. We present and
illustrate the necessary BVP formulations one-by-one for the Olsen model. While there are certain specific choices that
we make for this particular system, our set-up for finding the surface of heteroclinic connections is general and can be
applied to any slow-fast system with a one-dimensional critical manifold that has two saddle branches of different index.

Our computations for the Olsen model show that there is indeed a surface of connecting orbits between two saddle
slow manifolds. The existence of such a surface was already suggested in [7], which was based on a model reduction, and
this is confirmed by our calculations. Indeed, the Olsen model provides the first example of such a surface of connecting
orbits, whose existence is a robust property. Our direct computation of this surface in the full four-dimensional phase
space allows us to study its properties and the role it plays in the dynamics behind the MMOs of the Olsen model. To
this end, we render the surface in different three-dimensional projections, compare it with its singular limit, which we
also ompute with a Lin’s method approach, and show it together with the stable MMO periodic orbit. This shows that
the surface of connecting orbits plays a crucial part in the global reinjection mechanism of the MMO. An LAO is formed
when the trajectory exits a region of SAOs near one saddle branch of the slow manifold by traveling via the surface of
heteroclinic connections to the other saddle branch of the slow manifold, before a fast transition back to the region of
SAOs. We also follow the MMO periodic orbit towards smaller values of the time-scale separation parameter ε and find
that it lies on an isola that does not reach the singular limit ε = 0. As we show, when the parameter ε moves around the
isola, the MMO changes quite dramatically but the the surface of heteroclinic connections continues to play a part in the
reinjection mechanism.

This paper is organized as follows. The next section presents the Olsen model as studied here and introduces the
necessary notions from GPST, including the saddle slow manifolds and their stable and unstable manifolds. In Section 3
we present practical definitions of these manifolds, which then are translated to a respective BVP set-up used to compute
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Table 1: Parameters of system (1) as in [27] so that A, X, and Y are fast and B is slow.

α δ ε λ κ µ ζ

0.0912 1.2121× 10−5 0.0037 18.5281 3.7963 0.9697 0.9847

them; this is done in Section 3.1 for slow manifolds themselves, in Section 3.2 for the respective three-dimensional stable
manifold of the one, and in Section 3.3 for the respective three-dimensional unstable manifold of the other saddle slow
manifold. Section 4 introduces the Lin’s method set-up that allows us to compute the surface of heteroclinic connections
between two branches of the slow manifold, and Section 5 presents the set-up for finding its singular limit, that is, the
surface of heteroclinic connections between the corresponding two saddle branches of the critical manifold. Section 6 then
discusses and illustrates the role this surface has for the organization of the (stable) MMO in the Olsen model, as well
as for all MMO periodic orbits along an isola that is found by continuation of the MMO in the time-scale parameter ε.
Conclusions and an outlook are given in Section 7. Finally, the Appendix provides details of how we compute an estimate
of the distance between the surface of connections and its singular limit.

2 The Olsen Model

We consider the prototypical four-dimensional Olsen model for peroxidase-oxidase reaction [36] in its scaled form from
[27], given as the system of ordinary differential equations





dA
dt = µ− αA−ABY,
dB
dt = ε(1−BX −ABY ),

dX
dt = λ(BX −X2 + 3ABY − ζX + δ),

dY
dt = κλ(X2 − Y −ABY ),

(1)

where (A,B,X, Y ) ∈ R4 are positive concentrations of chemicals. The system parameters are represented by Greek letters
that have the values given in Table 1. These are the same values as in [27], with the minor modification of using ε for εb
and 1

λ for ε2 for notational convenience. The time-scaling parameters ε and λ are chosen so that we may consider A, X,
and Y as fast variables, and B as a slow variable; see [27].

The classical analysis of slow-fast systems considers two singular limits for systems with two time-scales; for example,
see [6]. In the limit of ε = 0, system (1) reduces to





dA
dt = µ− αA−ABY,
dX
dt = λ(BX −X2 + 3ABY − ζX + δ),

dY
dt = κλ(X2 − Y −ABY ),

(2)

with dB
dt = 0, meaning that B is a parameter of (2). We refer to the three-dimensional system (2) as the fast subsystem.

Performing the time rescaling τ = εt and then considering the limit of ε = 0, system (1) reduces to the differential
algebraic system 




0 = µ− αA−ABY,
dB
dτ = (1−BX −ABY ),

0 = λ(BX −X2 + 3ABY − ζX + δ),

0 = κλ(X2 − Y −ABY ).

(3)

The three algebraic equations in system (3) define a one-dimensional manifold, called the critical manifold, denoted C.
The critical manifold C consists of equilibria of the fast subsystem (2), which exist in (A,B,X, Y )-space. Their

stability can be determined from the eigenvalues of the 3×3 Jacobian matrix of (2) evaluated at each point on the critical
manifold for the appropriate value of B. Points p ∈ C at which the Jacobian of (2) has eigenvalues with non-zero real
parts are called hyperbolic. Eigenvectors whose associated eigenvalues have negative real parts are called stable directions
of p and these span the stable eigenspace Es(p) of p. The unstable directions and the unstable eigenspace Eu(p) are
defined similarly by the eigenvectors associated with eigenvalues having positive real part. Note that the dimensions of the
stable and unstable eigenspaces are equal to the number of eigenvalues with negative and positive real parts, respectively.
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Figure 1: Physically relevant branches C2, C3, C4
± of the critical manifold of (1) shown in projection onto the (B,A)-plane.

Branches C2 (dashed, raspberry curve) and C3 (dashed, teal curve) consist of saddles of (2) and C4
± (solid, black curve)

consist of attractors of (2). Superscripts indicate the dimension of the stable eigenspace of the branch and subscripts are
used to distinguish between the two branches of attractors. Branches are divided by saddle-node bifurcation points F1

and F2 (orange dots) and a Hopf point H (pink dot). Also shown is the saddle equilibrium q (green cross) of (1) on C2.

Equilibria at which the Jacobian has eigenvalues with zero real part are called non-hyperbolic and these correspond to
bifurcations of system (2) [28] .

The critical manifold C in (A,B,X, Y )-space is divided into branches by bifurcation points of the fast subsystem (2),
so that points on each branch have the same dimensions of stable and unstable eigenspaces. In other words, the branches
of C are one-parameter families in B of hyperbolic equilibria of system (2). We define the stable eigenspace Es(Ci) of a
branch Ci as the collection of stable eigenspaces of all the points on the branch. Hence, the dimension of Es(Ci) is one
higher than the dimension of the stable eigenspace of each point on the branch.

Four branches of C lie in the physically relevant region where all phase-space variables are positive, and two of these
are attracting. The four branches are shown in Figure 1 in projection onto the (B,A)-plane. In our notation for branches,
superscripts indicate the dimension in (A,B,X, Y )-space of the stable eigenspace of the branch. Further, we use subscripts
to distinguish the two branches on which equilibria have three-dimensional stable eigenspaces, that is, are attracting. The
uppermost branch, denoted C4

+ (solid, black curve), consists of stable equilibria of (2). It is separated from the branch of
saddle equilibria, denoted C3 (dashed, teal curve), by a very sharp fold at the point F1 (orange dot) at B ≈ 0.956. Folds
of the critical manifold correspond to saddle-node bifurcations of system (2) with respect to the parameter B, these are
points at which one of the real eigenvalues of the Jacobian changes sign. Another fold at B ≈ 0.273, denoted F2 (orange
dot), separates C3 from a lower branch of saddle equilibria, denoted C2 (dashed, raspberry curve). The branch C2 ends
at a Hopf bifurcation H (pink dot) at B ≈ 0.897, where two complex-conjugate eigenvalues of the Jacobian pass through
the imaginary axis of the complex plane. To the right of H, there is again a stable branch of equilibria denoted C4

− (solid,
black curve).

The point q (green cross) on C2 in Figure 1 is an equilibrium of system (3) and is, hence, an equilibrium for the full
system (1). The equilibrium q has a two-dimensional stable and two-dimensional unstable manifold, denoted W s(q) and
Wu(q), respectively. The manifolds W s(q) and Wu(q) consist of trajectories in (A,B,X, Y )-space that converge to q in
forward and backward time respectively. To the right of Wu(q), in the (B,A)-projection, the flow is from right to left
near C2. To the left of Wu(q), in the (B,A)-projection, the flow is from left to right near C2. The manifolds W s(q) and
Wu(q) can be computed with the methods in [25]; they are not depicted in Figure 1, but are shown in Figure 10.

Our interest is in the branches C3 and C2 because they are saddle objects of different types and are crucial for
organising the phase space. These branches of the critical manifold are invariant for ε = 0, but not for ε > 0. However,
they do persist as locally invariant manifolds, called slow manifolds [14]. The associated slow manifolds are traditionally
denoted S3

ε and S2
ε but, for notational convenience, we drop the subscript indicating dependence on ε and refer to these

slow manifolds for ε > 0 simply as S3 and S2. The slow manifolds S3 and S2 have the same dimension and stability as
C3 and C2 and lie at an O(ε) Hausdorff distance from C3 and C2, respectively. (For a definition of Hausdorff distance
see, e.g., [41].) In particular, S3 converges to C3 as ε → 0; similarly, S2 converges to S3 as ε → 0. Orbit segments that
lie on a slow manifold remain slow for O(1) time with respect to the slow time-scale. It follows that any trajectory that
remains slow for an O(1) amount of slow time can be considered (to be on) a slow manifold. However, trajectories on a
slow manifold may eventually become fast. Due to their finite-time nature, slow manifolds are not unique; however, any
two slow manifolds lie exponentially close to each other in a suitable O(ε) neighbourhood of the associated branch on the
critical manifold [14]. We select representatives S3 and S2 as the slow manifolds that remain slow for the longest amount
of time; see the numerical set-up in Section 3.

The Stable Manifold Theorem tells us that each p ∈ C3 has a stable and an unstable manifold that are tangent
to and have the same dimensions as Es(p) and Eu(p), respectively [38, 39]. We denote the stable manifold of a point
p ∈ C3 by W s(p) and its unstable manifold by Wu(p). We can then define the collection of stable manifolds for p ∈ C3
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Figure 2: A sketch of the selected slow manifold S3 (green curve) projected onto the (B,A)-plane. The slow manifold
S3 is defined by having the longest integration time while entering and exiting Ds

δ(Bin) and Ds
δ(Bout) (purple disks) at

either end of a four-dimensional cylinder. Also shown are C3, C4
+, and F1.

as W s(C3) =
⋃
p∈C3 W s(p), which is a three-dimensional manifold tangent to Es(C3). We can similarly define the

three-dimensional unstable manifold Wu(C2) of C2 which is tangent to Eu(C2).
According to Fenichel Theory, for ε > 0, the manifold W s(C3) also persists in an O(ε) neighbourhood as a three-

dimensional local stable manifold W s
loc(S

3) of S3. The local stable manifold W s
loc(S

3) consists of families of trajectories
that have a fast approach to S3 and then remain close to S3 for O(1) slow time. The global stable manifold W s(S3) can
be obtained by extending W s

loc(S
3) backward in time. The three-dimensional unstable manifold Wu(S2) associated with

S2 is similarly defined for backward time. Again, due to the finite-time nature of the definitions for the three-dimensional
manifolds W s(S3) and Wu(S2), they are not unique. To select unique representatives, we consider two-parameter families
of orbit segments that remain slow for the longest amount of time, subject to boundary conditions. In the next section,
we describe our computational set-up in detail.

3 Computation of saddle slow manifolds and their (un)stable manifolds

In [13] a method is presented for the computation of a one-dimensional saddle slow manifold and its (un)stable manifolds
in a three-dimensional system. We build on this work to define and compute unique representatives S3 and S2 as well as
their stable and unstable manifolds, respectively.

3.1 Definition of S3

We define the slow manifold S3 with respect to a closed interval [Bin, Bout] for the slow variable B. The values for Bin

and Bout are chosen such that [Bin, Bout] ⊂ (BF1
, BF2

), where BF1
and BF2

are the B-values of the fold points F1 and
F2, respectively. Hence, for each Bp ∈ [Bin, Bout] there is a unique point p = (pA, pB , pX , pY ) ∈ C3 such that pB = Bp.
In the three-dimensional subsection {ω ∈ R4 | ωB = Bp} we define a solid three-sphere Ds

δ(Bp) with radius δ and centre
p , given formally by

Ds
δ(Bp) = {w ∈ R4 | wB = Bp, ‖w − p‖ ≤ δ}.

The union

Ds =
⋃

Bp∈[Bin,Bout]

Ds
δ(Bp)

forms a four-dimensional compact cylinder. The superscript s indicates that the radius δ is small, but it needs to be of
O(ε) to ensure that S3 lies in Ds. The one-parameter family of orbit segments that enter Ds via Dδ(Bin) are candidates
for S3. To select a representative S3 we require that the orbit segment representing S3 has maximal integration time in
Ds while satisfying appropriate boundary conditions. Our choice of boundary conditions is explained in Section 3.2.

Figure 2 illustrates this definition with an enlargement of Figure 1 near the branch C3, where we now sketch the
relevant elements of this definition in projection onto the (B,A)-plane. The selected slow manifold S3, enters Ds at
Ds
δ(Bin) and exits at Ds

δ(Bout) (purple disks).
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3.2 Computation of W s(S3) and S3

SinceW s(S3) is three dimensional it is challenging to compute and difficult to visualise. In fact, W s(S3) can be represented
as a two-parameter family of orbit segments that enter Ds at Ds

δ(Bp) for some Bp ∈ [Bin, Bout], and remain inside Ds for
O(1) slow time. A natural way forward is to consider W s(S3) as a one-parameter family of two-dimensional submanifolds.
These submanifolds can be computed by generalizing the approach in [13] based on a two-point boundary value problem
(2PBVP) set-up and continuation, which can then be implemented in the continuation package Auto [10, 11].

Similarly to S3, we select and approximate a specific candidate for W s(S3) by requiring that each orbit segment
approaching S3 has maximal integration time inside Ds and satisfies appropriate boundary conditions. We now turn to
the computation of the three-dimensional manifold W s(S3) in the region where a corresponding two-dimensional stable
manifold was investigated in the reduced model of [7].

To select a submanifold we first define a two-dimensional plane Σ that is transverse to the flow and to Eu(C3). We
can define Σ by fixing A and either X or Y . A smooth, one-parameter family of orbit segments of (1) is then given by
the property that they begin in Σ, enter Ds at Ds

δ(Bp) for some Bp ∈ [Bin, Bout], and remain inside Ds for O(1) slow
time. We denote by W s

Σ the collection of the parts of these orbit segments that enter Ds in the fast direction. The later
parts that evolve mostly in the B-direction inside Ds for O(1) slow time are approximate segments of S3. If such a later
part of the orbit segment includes a fast exit from Ds, the fast part lies on the unstable manifold Wu(S3) of S3 in good
approximation.

We compute the submanifold W s
Σ as a one-parameter family of orbit segments u = {u(s) | 0 ≤ s ≤ 1} of the rescaled

system
du

ds
= TF (u), (4)

where u(s) = (A(s), B(s), X(s), Y (s)) ∈ R4 is the vector of chemical concentrations, F is the right-hand side of (1) and
T is the total integration time on the fast time-scale. Orbit segments u ∈W s

Σ must satisfy the boundary conditions

u(0) ∈ Σ, (5)

u(1) ∈ Ω = Es(pout)×
[
0 1 0 0

]tr
, (6)

and
T = TB . (7)

Here TB is the maximum integration time for each Bp ∈
[
Bin Bout

]
of orbit segments u with u(0)B = Bp, that satisfy

(5) and (6), and the superscript tr denotes the transpose of the vector. We remark that TB is determined as part of the
continuation where it is detected as a fold with respect to the integration time T . Conditions (5), (6) and (7) impose
four restrictions on solutions of (4) so that there is a one-parameter family of solutions to this 2PBVP. Once an initial
orbit segment u satisfying (4), (5), (6), and (7) is found, it is possible to sweep out the rest of W s

Σ by continuing u with
varying u(0)B and T . The challenge in this type of set-up is generally the computation of an initial orbit segment that
satisfies the boundary conditions. For this purpose, we use homotopy steps as in [8, 13].

In the first homotopy step, we choose the point pout =
(
pA, pB , pX , pY

)
∈ C3 by fixing pB and the section Σ = Σ0 =

{ω ∈ R | ωA = pA, ωY = pY }, and we define the boundary condition

u(1) ∈ Es(pout). (8)

Then u(t) = pout is a solution to (4), (5), and (8) with T = 0. In the second homotopy step, we continue the orbit
segment u by increasing T until u(0)B is sufficiently small. We can then perform a third homotopy step to move Σ to a
desired location. In a final homotopy step, we impose the condition

u(0) ∈ ψ = Σ0 ∩ {ω ∈ R4 | ωB = Bin}. (9)

By construction the orbit segment u at this stage is a solution to (4), (6), and (9). Now we increase the integration time
T until a local maximum TB is attained. Here, we fix u(0)B to ensure that an increase in integration time is the result
of the approach to S3 and not the result of decreasing u(0)B . We now have an initial orbit segment u satisfying (5), (6),
and (7) with which we can sweep out the rest of W s

Σ.
Figure 3 illustrates, step-by-step in projection onto the (B,A)-plane, the homotopy steps for computing W s

Σ. Each
panel shows the branches C2, C3, and C4

± from Figure 1 with additional information for the computation. Pan-
els (a)–(c) of Figure 3 illustrate the set-up for obtaining a first solution on W s

Σ0
via homotopy steps. The point

pout =
(
10.6, 0.9, 0.0492, 0.000230

)
with pB = 0.9 lies approximately on C3 and the section Σ0 = {ω ∈ R | ωA =

10.6, ωY = 0.000230} intersects Es(pout) at the point pout. We impose condition (5), that is, we impose two restrictions
on the start point u(0) of the orbit segment u because Σ0 is two dimensional. To find a unique u satisfying (6) we impose
condition (8) so that u(1) is determined by two restrictions. Hence, the overall 2PBVP is well defined. Note that Es(pout)
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q
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(b)

q
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H
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C4
−
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u
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q

Ω
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C2
C4
−

C4
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u(0)

9.0
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0.3 0.5 0.7 0.9 B
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q

Figure 3: A sketch in projection onto the (B,A)-plane of the numerical set-up for the computation of submanifolds of
W s(S3). Also shown are C2, C3, C4

±, F1, F2, H and q. Panel (a) shows a sketch at the start of the first homotopy step
for computing W s

Σ0
with S3 (green curve), Es(pout) (blue cross), and the plane Σ0 (mocha line) defined by the A- and

Y -coordinates of the point pout. Panel (b) shows a representative orbit segment u (magenta curve) of the first homotopy
step. Panel (c) shows an illustration of the selection of u with maximal integration time that starts at ψ (mocha line)
and ends on Ω (blue cube); here the one-dimensional subset ψ ⊂ Σ0 is defined by fixing B = Bin and Ω is spanned by
Es(pout) and a vector in the B-direction. Panel (d) is a sketch of the selection of a different submanifold W s

Σ for Σ on
the other side of the critical manifold.

is transverse to Wu(S3). In Figure 3(a) Σ0 is sketched as a mocha curve directly under C4
+, intersecting Es(pout) which

is sketched as a blue cross (note that in panels (a)–(b), Σ0 is shown slightly lower for visibility). By construction, the
point pout is a solution of the 2PBVP defined by (4), (5), and (8) with T = 0.

We then increase the total integration time while allowing the B-value of u(0) to decrease towards F2. Figure 3(b)
shows an intermediate orbit segment with a fast segment followed by a slow segment along S3. Panel (c) shows u
when the continuation is halted at u(0)B = Bin = 0.275, just before u(0)B reaches the B-coordinate value of F2. The
three-dimensional space Ω from condition (6) is shown as a blue cube and ψ from (9) is shown as a mocha line.

The orbit segment illustrated in Figure 3(c) belongs to a two-parameter family of solutions u of (4) that satisfy the
boundary conditions (5) and (6) for Σ = Σ0. In the case where we would like to compute W s

Σ for Σ defined by different
A and Y (or X) we perform an additional homotopy step to move Σ. This can be achieved, after the first homotopy
step, by imposing (5) and (8) on an intermediate orbit segment while keeping T and u(0)X (or u(0)Y ) as free parameters.
We continue u while increasing or decreasing the A- and/or Y -values (or X-values) defining Σ until we reach the desired
plane. We then also decrease u(0)B and stop the continuation when u(0)B = Bin. Depending on Σ, the value of Bin

may need to be increased to avoid Σ intersecting C. Panel (d) shows an example of a different choice of Σ defined by a
smaller value of A. The final step in the homotopy approach determines an orbit segment u that satisfies (4), (5), (6),
and (7) where TB is the maximal integration time for solutions with u(0)B = Bp.

Note that (6) is automatically satisfied for any solution that satisfies (8). To find the appropriate value for TB , we
require (9) which imposes three conditions on u(0) and is, hence, more restrictive than (5). We now track the solution u
of the 2PBVP (4), (6), and (9) as T increases, forcing u(0) to approach W s(S3) ∩ Σ and u(1) to approach Wu(S3) ∩ Ω.
When a fold in T is detected, a (local) maximum TB of the total integration time T is attained.

The orbit segment that is obtained is the desired u with maximal integration time. It is not represented in a figure
because it is practically identical to the orbit segment illustrated in Figure 3(c): it begins in Σ and has a fast approach
to S3 before remaining O(ε) close for O(1) slow time. By definition it is an orbit segment in W s

Σ. In addition to finding
an orbit segment that approximates a solution to (4) contained in W s

Σ, we can approximate S3 by restricting the orbit
segment further to lie entirely inside (Bin, Bout) to exclude fast segments.

After these homotopy steps we use (5), (6), and (7) to sweep out a one-parameter family of solutions which gives an
accurate approximation of W s

Σ. Here, TB is adjusted so that it remains a fold point for T as B varies. Figure 4 shows W s
Σ0
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W s
Σ0

Σ0

Ω

u

C3

C4
+

(a)

W s
Σ0

Ω

C3

C4
+

u

Σ0

(b)

Figure 4: The submanifold W s
Σ0

(light-blue surface) of W s(S3), shown in projection onto the (B,A,X)-space (a) and
onto the (B,A, Y )-space (b); also shown are a representative orbit segment u (magenta curve), the plane Σ0 (mint surface
and line), Ω (represented by a blue cube), C3, C4

+, and F1.

(light-blue surface) in projection onto the (B,A,X)-space in panel (a) and onto the (B,A, Y )-space in panel (b) with Σ0

(mint surface and line); the plane Σ0 appears as a line in panel (b) because it is defined by constant A and Y . The view
is rotated relative to earlier figures to help illustrate the geometry of this submanifold. Also shown are C3, C4

+, F1, and
Ω. Although the manifold is two dimensional, it is necessary to visualise it in both (B,A,X)- and (B,A, Y )-projections
because it exists in a four-dimensional space. Shown on W s

Σ0
is an orbit segment u (magenta curve) representative of

those used to compute W s
Σ0

. The orbit segment u starts at a given B and ends at Ω with maximum integration time. It
has a fast approach to S3 in X and Y before approaching mainly in the A-direction and then, finally, remaining close to
C3 for O(1) slow time; this is evidence of a time-scale splitting between A, and X and Y .

Figure 5 shows W s
Σ0

(light-blue surface) together with one other submanifold W s
Σ1

(blue surface) of W s in projection
onto the (B,A,X)-space in panel (a) and onto the (B,A, Y )-space in panel (b); here Σ1 (mint surface) is given by
A = 2.0 and Y = 0.0. The surface Σ1 appears as a line in panel (b) because it is defined by constant A and X. The
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W s
Σ0

Σ0

Σ1

Ω

C2

C3

F2

C4
+

u

u

(a)

W s
Σ0

Σ1

Ω

C2

C3

C4
+

Σ0

F2

u

u

(b)

Figure 5: The submanifolds W s
Σ0

(blue surface) and W s
Σ0

(light-blue surface) of W s, shown in projection onto the
(B,A,X)-space (a) and onto the (B,A, Y )-space (b); also shown are representative orbit segments u (magenta curves),
the planes Σ0 (mint surface and line) and Σ1 (mint surface and line), and Ω (represented by a blue cube), C2, C3, C4

+,
F1, and F2.

submanifold W s
Σ1

is an example of a submanifold on the other side of C with respect to the variable A; compare with
Figure 3(d). A representative magenta orbit segment on W s

Σ1
is shown approaching S3 first mainly from the X- and

Y -directions, before approaching mostly in the A-direction.
Figure 6 shows the two submanifolds of W s from Figure 5 with three additional submanifolds W s

Σi
(blue surfaces),

2 ≤ i ≤ 4, and the corresponding planes Σi (mint surfaces) that define them. Also shown are C3, C4
+, F1, and Ω. The

additional submanifolds were selected as follows: Σ2 is given by A = 4.0 and Y = 0.75, Σ3 is given by A = 4.0 and
X = 0.75, and Σ4 is given by A = 6.0 and X = 0.5. Note that Σ3 and Σ4 appear as lines in panel (a) because they are
defined by constant A and X. Similarly, Σ2 appears as a line in panel (b) because it is defined by constant values of A and
Y . Orbit segments in Figure 6 again first approach S3 in the X- and Y -directions before approaching in the A-direction.
Consequently, there are regions where different submanifolds are extremely close to each other. In fact, these surfaces
are so close that Matlab (which we use for our visualization throughout) cannot distinguish them properly. Different
choices of Bin and Bout also cause some submanifolds to extend farther than others in the B-direction.
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W s
Σ0

Σ0

Σ1

Σ2

Σ3

Σ4

Ω

F2

C2

C3

C4
+

(a)

W s
Σ0

Σ1

Σ2

Σ3

Σ4

Ω

C2

C3

C4
+

F2

Σ0

(b)

Figure 6: The submanifolds from Figure 5 with three additional submanifolds W s
Σi

(blue surfaces) of W s for 2 ≤ i ≤ 4
in projection onto the (B,A,X)-space (a) and the (B,A, Y )-space (b); also shown are representative orbit segments u
(magenta curves), the planes Σi (mint surfaces and lines), and Ω (represented by a blue cube), C2, C3, C4

+, F1, and F2.

Overall this section and its figures demonstrate that we can reliably compute any number of submanifolds W s
Σ with

conditions (5), (6) and (7), and the homotopy steps outlined above. Together, these two-dimensional submanifolds provide
an understanding of the dynamics inside W s(S3).
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3.3 Definition and computation of W u(S2)

We can define S2 and Wu(S2) similarly to how we defined S3 and W s(S3). The values for Bin and Bout are chosen such
that [Bout, Bin] ⊂ (Bq, BH), where Bq ≈ 0.323 and BH ≈ 0.897 are the B-values of the saddle equilibrium q and the Hopf
point H shown as a green cross and a pink dot, respectively, in Figures 1, 3, and 7. Note that in these figures, the flow
near S2 is toward q; hence, to the right of Wu(q) the flow is to the left. Our choice of Bout > Bq is to avoid a change in
direction of the flow associated with q.

To compute a submanifold of Wu(S2) we use slightly different boundary conditions and homotopy steps compared to
those used for W s(S3) in light of two complicating challenges arising from q and H. Orbit segments near S2 may increase
in integration time by approaching W s(q) or by following the attracting slow manifold associated with C4

− backwards in
time. We define a submanifold of Wu(S2) with boundary conditions that ensure that computed orbit segments do not
demonstrate these behaviors and only increase in integration time by approaching S2.

To define S2 and Wu(S2), we define a three-dimensional cylinder Du that is transverse to the flow and to Es(C2).
To this end, we choose a radius r and for each Bp ∈ [Bin, Bout] define the two-dimensional sphere in the subspace
{ω ∈ R4 | B = Bp} centred at p and with radius r; here p ∈ C2 is the unique point such that pB = Bp. More formally,

Du
r (Bp) = {w ∈ R4 | wB = Bp, ‖w − p‖ = r}.

Then

Du =
⋃

Bp∈[Bout,Bin]

Du
r (B),

is a three-dimensional cylinder. We now consider the smooth, one-parameter family of orbit segments of (1) given by
the property that each orbit segment remains inside Du for an O(1) amount of slow time, exits Du via Du

r (Bp) for some
Bp ∈ [Bout, Bin] and ends in some plane Σ. We denote by Wu

Σ those parts of the orbit segments that exit Du in the fast
direction. The earlier parts that evolve mostly in the B-direction inside Du for O(1) slow time are approximate segments
of S2. If such an earlier part of the orbit segment includes a fast entrance into Du, that fast part lies on W s(S2) in good
approximation.

We compute the submanifold Wu
Σ again as a one-parameter family of orbit segments w satisfying the rescaled equation

(4). Orbit segments w ∈Wu
Σ must satisfy the boundary conditions

w(1) ∈ Σ, (10)

w(0) ∈ Φ = Eu(p0)×
[
0, 1, 0, 0

]tr
, (11)

w(0)B = B̂, (12)

where p0 ∈ C2 is such that p0B
∈ (Bout, Bin) and B̂ > Bin. Equations (10) and (11) are analogous to equations (5) and

(6) from Section 3.2. Equation (12) serves the purpose of preventing w from increasing in integration time by following
the attracting slow manifold associated with C4

− backward in time; it has no analogue in Section 3.2. Equations (10),
(11), and (12) define four conditions on solutions of (4) so that there is a well-defined one-parameter family of solutions
to this 2PBVP, which represents Wu

Σ .
Note that the above conditions preclude the selection of w with maximal integration time as was done in Section 3.2

with equation (7). In the case that we would like to impose a condition of maximum integration time, we may substitute
for (10) the two conditions

w(1) ∈ Du, (13)

and
T = TB , (14)

where for each Bp ∈ [Bout, Bin], the time TB is determined as a fold point corresponding to the maximum integration
time of an orbit segment that exits Du at B = Bp while satisfying (11) and (12). Indeed, equation (13) imposes one
condition on w(1), one condition less than equation (10), allowing us also to impose equation (14). Equations (11), (12),
(13), and (14) define four conditions on solutions of (4) so that there is again a one-parameter family of solutions to this
2PBVP. We denote the two-dimensional submanifold given by this one-parameter family by Wu

r .
Once an initial w satisfying one of the 2PBVPs is found, it is possible to sweep out a submanifold Wu

Σ or Wu
r by

continuing w with varying w(1)B and TB . The challenge is, once again, the computation via homotopy steps of an initial
orbit segment satisfying the boundary conditions.

In the first homotopy step, we choose the point p0 =
(
p0A

, p0B
, p0X

, p0Y

)
∈ C2 by fixing p0B

= B0 ∈ [Bout, Bin]. We
impose condition (11) as well as the condition

w(1) ∈ χ = {ω ∈ R4 | ωA = p0A
, ωB = p0B

, ωY = p0Y
}. (15)
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Figure 7: A sketch in projection onto the (B,A)-plane of the homotopy steps for the computation of submanifolds Wu
r

of Wu(S2). Also shown are C2 (dashed raspberry curve), C4
− (black curve), H (pink dot), q (green cross), and the orbit

segment w (forest green curve). Panel (a) is a sketch of the situation during the first homotopy step with χ (mint line)
and Φ (mint prism); panel (b) is a sketch of the start of the final homotopy step with Θ (mint circle) and ΦB̂ (mint cross).

The point p0 is then a solution to (11) and (15) for T = 0. We increase wB with T as a free parameter and stop the

continuation when wB = B̂. The value of wB is fixed from this step onwards. We define the two-dimensional space

ΦB̂ = Φ ∩ {ω ∈ R | ωB = B̂}.

In the second homotopy step, we substitute equation (15) for (10) with Σ = {ω ∈ R4 | ωA = p0A
, ωY = p0Y

} and
impose (12). The orbit segment w at the end of the first homotopy step is then a solution to this 2PBVP defined by (4),
(10), (11), and (12). It is in this second homotopy step that we decide whether to compute a submanifold Wu

Σ or Wu
r .

If our aim is to compute Wu
Σ , all that remains to compute an initial w lying on the manifold is to move Σ to a desired

location, as in Section 3.2. To compute Wu
r we increase T until w(1) ∈ Σ ∩ Du. This is detected as w(1) reaching a

distance of r away from the point p ∈ C2 such that pB = wB . We denote the coordinates w(1)B and w(1)X of the end

point at the end of this step by B̃ and X̃, respectively.
In the event that Dr(B̃) contains a locus of points at which the flow is tangent to it, we perform a third homotopy

step to increase B̃ until the flow is transverse to Dr(B̃). This is achieved by imposing conditions (11), (12), and (13) on
w at the end of the second homotopy step and then increasing wB while keeping T as a free parameter.

In the final homotopy step, we replace condition (13) with

w(1) ∈ Θ = Du
r (B̃) ∩ {ω ∈ R | ωX = X̃}. (16)

The orbit segment w at the end of the second homotopy step (or the third homotopy step if one was necessary) is then
a solution to the 2PBVP defined by (4), (11), (12), and (16). We now increase T until T = TB , which is detected as a
fold in integration time. The resulting orbit segment w lies on Wu

r .
Once an initial orbit segment w on either Wu

Σ or Wu
r is found, we may sweep out the remaining part of the submanifold

by increasing and decreasing wB and keeping TB as a free parameter so that it is adjusted accordingly to satisfy the fold
condition.

Figure 7 illustrates, in projection onto the (B,A)-plane, the adjusted homotopy steps for computing Wu
r . Each panel

shows an enlargement of the critical manifold C from Figure 1 near C2 with additional information for the computation.
We choose p0 =

(
0.940272, 0.7, 1.492271, 1.342954

)
which lies approximately on C2. In the first homotopy

step, we impose condition (15), which imposes three conditions on w(1), as well as condition (11), which imposes one
restriction on w(0). Panel (a) shows a sketch of an intermediate situation in the first homotopy step; here, we show w
(forest green curve), the one-dimensional line χ sketched in mint, and the three-dimensional Φ sketched as a mint prism.

The B-coordinate of w(0) is increased with T as a free parameter. The continuation is stopped when w(0)B = B̂ for

B̂ = 1.0. In the second homotopy step, we impose (10), (11), and (12), increasing w(1)B with T as a free parameter

until w(1) intersects Du for r = 0.7. We are not required to perform an additional homotopy step because Dr(B̃), in this
case, does not contain a locus of points at which the flow is tangent to it. Figure 7(b) shows a sketch of the numerical set
up before the final homotopy step; here, the one-dimensional closed curve Θ is sketched in mint and ΦB̂ is sketched as a
mint cross. We then impose (11), (12), (13) and (14) and increase T . The continuation is stopped when T = TB which
is again detected as a fold. The resulting orbit segment lies on Wu

r . We can then sweep out the rest of the submanifold
Wu
r by continuing the fold in integration time for increasing and decreasing w(1)B .

Figure 8 shows two projections of the submanifold Wu
r for r = 0.7 with Wu

r ∩Du (mint curve) and ΦB̂ (mint surface).
Note that Wu

r ∩Du is simply the curve traced out by w(1). To facilitate viewing, the view is rotated compared to previous
figures. Two representative orbit segments w are plotted and a subset of C2 (dashed raspberry curve) is shown. From
this angle, the radius of Du may, to some readers, appear to decrease with decreasing w(1)B . This is due to the eye’s
erroneous association of points w(1) with points p ∈ C2 such that pB < w(1)B . Due to the spiralling nature of Wu

r , we
only show one such submanifold in our visualization.
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Figure 8: The submanifold Wu
r (red surface) of Wu(S2) for r = 0.7 shown in projection onto (B,A,X)-space (a) and

(B,A, Y )-space (b); note that the view is rotated compared to previous figures. Also shown are two representative orbit
segments w (forest green curves) on Wu

r , the two-dimensional space ΦB̂ (mint surface), the one-dimensional intersection
W s
r ∩Du (mint curve), along with the curves C2 and C4

−, and the point H.

4 A heteroclinic connection between two saddle slow manifolds

Two three-dimensional objects in a four-dimensional space may intersect generically in a two-dimensional manifold. It
follows, then, that the three-dimensional W s(S3) and the three-dimensional Wu(S2) may intersect in a two-dimensional
surface of heteroclinic connections. This is supported by the fact that, for the reduced system in [7], there exists a
two-dimensional stable manifold associated with the branch equivalent to C3 that stretches backward in time all the way
to the branch equivalent to C2. Hence, we wish to detect and compute a surface of connections, which we denote H . A
natural way forward is to consider H as a one-parameter family of concatenations of orbit segments w ∈ Wu(S2) with
u ∈Wu(S3).

A first idea is to compute two two-dimensional submanifolds Wu
Σ and W s

Σ up to a suitable choice of a single two-
dimensional section Σ. However, these two two-dimensional objects do not generically intersect in a four-dimensional
space. Figure 9 demonstrates this difficulty. The chosen section Σ5 = {ω ∈ R4 | ωA = 6.0, ωY = 0.5} yields the
submanifolds W s

Σ5
(blue surface) and Wu

Σ5
(red surface) shown in Figure 9. Representative orbit segments w (forest green

curves) and u (magenta curves) are shown coming toward each other mostly in the A-direction before diverging away from
each other in the faster X- and Y -directions. Although the submanifolds appear to intersect in the (B,A, Y )-projection
in Figure 9(b), we can see from the (B,A,X)-projection in Figure 9(a) that the surfaces W s

Σ5
and Wu

Σ5
, in fact, miss

each other in the four-dimensional phase space. Nevertheless, we are encouraged by the closeness of Wu
Σ5

and W s
Σ5

, which
suggests that a nearby surface H of connecting orbits could exist.
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Figure 9: The submanifold Wu
Σ5

(red surface) of Wu(S2) and the submanifold W s
Σ5

(blue surface) of W s(S3) in projection
onto (B,A,X)-space (a) and onto (B,A, Y )-space (b). Representative orbit segments w ∈Wu

Σ5
and u ∈Wu

Σ5
are plotted

in forest green and magenta, respectively; also shown are C2, C3, C4
±, F1, F2, H, and q (which is partially obscured by

the two-dimensional submanifold Wu
Σ5

).

We turn to Lin’s method to find the actual surface of connecting orbits H . Lin’s method has been used in parameter
continuation to locate global connecting orbits between equilibria and/or periodic orbits [31, 26, 48]. We use it here
in a novel way to locate structurally stable connections between S2 and S3 for the system parameters given in the
four-dimensional space of system (1).

We begin by choosing a three-dimensional section L , called a Lin section, that divides the four-dimensional phase
space into two regions such that C3 lies in one region and C2 lies in the other. More specifically, the Lin section L is
defined by a constant value of A that is chosen so that L intersects C to the left of Wu(q) in the (B,A)-projection;
this choice of L allows us to compute the largest possible portion of H to the right of Wu(q). Inside L we choose a
unit vector vZ with the generic property that it is not tangent to either Wu(S2) or W s(S3). The vector vZ is called a
Lin vector and the space Z spanned by vZ the associated Lin space. We then use the methods outlined in Section 3 to
compute u ∈W s(S3) and w ∈Wu(S2) such that

u(0) ∈ L (17)
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and
w(1) ∈ L . (18)

Additionally, we require that
u(0)−w(1) ∈ Z.

Note that the difference u(0)−w(1) of arbitrary orbit segments u ∈W s(S3) and w ∈Wu(S2) will typically correspond
to a vector direction vZ that is transverse to both manifolds. Hence, we first compute two orbit segments u and w on
the respective manifolds and then decide on the choice for vZ . Importantly, the signed distance between u(0) and w(1)
inside Z, given by

η = [u(0)−w(1)] · vZ , (19)

is a regular test function. This means that η is a smooth function with (generically) regular zeros, as a function of a single
input parameter that determines the choice of the coupled orbit segments u and w. Note that |η| = ‖u(0)−w(1)‖. A
pair of orbit segments (w,u) with

η = 0 (20)

is therefore a smooth connecting orbit segment between S2 and S3. Hence, finding a zero of η is the way of finding a
(first) connecting orbit in H .

To implement u(0),w(1) ∈ Z, we define unit normal vectors n1 ⊥ vZ and n2 ⊥ vZ in L such that n1 ⊥ n2 and
impose conditions

[u(0)−w(1)] · n1 = 0 (21)

and
[u(0)−w(1)] · n2 = 0. (22)

Equations (21) and (22) ensure that w(1)−u(0) remains in Z. Conditions (19) and (20) together ensure that w(1) = u(0).
Once an initial pair of orbit segments (w,u) satisfying the above conditions is found, the surface H can be swept out,
for example, by varying w(1)B as the input parameter with u(0)B and T as additional free parameters.

The challenge is, as always, to find an initial pair (w,u) satisfying the required boundary conditions via a series of
homotopy steps. In the first homotopy step we compute w ∈ Wu

ΣL1
and u ∈ W s

ΣL2
for ΣL1 , ΣL2 ⊂ L , requiring (5) and

(8) for u and (10), (11), and (12) for w. In particular, (17) and (18) are then satisfied and we choose

vZ =
u(0)−w(1)

‖u(0)−w(1)‖ ,

which is a convenient choice of a vector that is (generically) transverse to Wu(S2) and W s(S3). We then find the vectors
n1 and n2 required for conditions (17) and (18). Once chosen, the vector vZ and normal vectors n1 and n2 remains fixed
throughout the computations.

The conditions imposed in the first homotopy step define a two-parameter family of paired orbit segments (w,u) that
meet in L along Z. In the second homotopy step, we now relax conditions (5) and (10), which respectively are two
conditions each on u and w, and impose instead conditions (17) and (18), (19), (21) and (22). Conditions (17) and (18),
impose one condition on u and one condition on w, respectively. Conditions (21) and (22) impose two conditions on
(w,u). The number of boundary conditions imposed is, hence, the same as in the first homotopy step, and thus, they
define a two-parameter family of paired orbit segments (w,u). To choose a one-parameter family (w,u) from these, we
impose the additional boundary condition

w(1)B = B1, (23)

where B1 is the value of the B-coordinate of w(1) at the end of the first homotopy step. We now continue (w,u) as
a solution to the 2PBVP defined by (8), (11), (17) and (18), (19) and (21), (22), and (23) with T and u(0)B as free
parameters. We monitor condition (19) and stop the continuation when η = 0, at which point condition (20) is satisfied
and the concatenation of w with u is a connecting orbit segment in H . We can then sweep out the portion of H to
the right of Wu(q) in the (B,A)-projection by replacing condition (23) with (20), and allowing u(0)B and w(1)B to vary
again; note that the two are not independent of each other since η = 0.

Figure 10 illustrates, step-by-step in projection onto the (B,A)-plane, the homotopy steps for computing the portion
of H to the right of Wu(q). Each panel shows C from Figure 1 with L = {ω ∈ R4 | ωA = 6.0} (charcoal line),
u ∈ W s

ΣL1
(magenta curve), w ∈ Wu

ΣL2
(forest green curve), the stable eigenspace Es(pout) (blue cross) from condition

(8), the two-dimensional space ΦB̂ (mint cross) from conditions (11) and (12). In the first homotopy step, we choose
ΣL1

= {ω ∈ R4 | ωA = 6.0, ωY = −1.0} and ΣL2
= {ω ∈ R4 | ωA = 6.0, ωY = 3.0}. We compute w so that

w(1)B = B1 = 0.6 in the second homotopy step. Figure 10(a) is a sketch of the numerical set-up at the end of the first
homotopy step. The points w(1) and u(0) lie in the space Z (gold line) from conditions (21) and (22) at a distance η
from each other. Panel (b) is a sketch of the numerical set-up after the second homotopy step when w(1) = u(0) and
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Figure 10: A sketch in projection onto the (B,A)-plane of the numerical set-up with Lin’s method for the computation of
H to the right of Wu(q). Also shown are C2, C3, C4

±, F1, F2, H, and q. Panel (a) shows a sketch at the end of the first
homotopy step with u ∈Wu

L1
(magenta curve),w ∈Wu

L2
(forest green curve), ΦB̂ from Section 3.2, and the Lin space Z

(gold line) in which the points w(1) and u(0) lie at a distance η from each other. Panel (b) shows w and u after the final
homotopy step at which point η = 0 and w(1) = u(0).

η = 0. The resulting pair (w,u) satisfies conditions (17) and (18)–(20) and the concatenation of w and u lies on the
surface H .

After these homotopy steps, we use boundary conditions (17) and (18), (19), (20), and (21) and (22) to sweep out
a one-parameter family of paired orbit segments to obtain an accurate approximation of H to the right of Wu(q).
Figure 11 shows the computed portion of H (red/blue surface) with L (charcoal plane) in projection onto (B,A,X)-
space in panel (a) and onto (B,A, Y )-space in panel (b). Three concatenated orbit segments (w,u) lying on H are
plotted in forest green for w and magenta for u. The portion of the surface swept out by w is shown in red and that
by u in blue. Unlike other manifolds W s

Σ and Wu
Σ , the paired orbit segments (w,u) on H do not contain segments

that diverge quickly in the directions parallel to the X- and Y -axes. Orbit segments lying on H spiral slowly around
S2 before crossing the surface at an intermediate speed, mostly in the direction parallel to the A-axis, to reach and then
slowly follow S3.

Figure 12 shows that the computed portion of H is bounded by Wu(q) (cardinal surface); this surface was computed
with the BVP approach outlined in [25]. Here H is colored red near S2 and blue near S3 to illustrate that H is both
a submanifold of Wu(S2) and of W s(S3); compare with Figure 11. Similarly, three concatenated orbit segments (w,u)
are plotted fading from forest green to magenta. Orbits on H clearly follow S2 on the slow time-scale, before traversing
across H on an intermediate time-scale and then following S3 on the slow time-scale. As this figure shows, the saddle
point q and its two-dimensional unstable manifold Wu(q) bound the computed portion of H . Notice how the connecting
orbits nearest Wu(q) follow this two-dimensional surface to come very close to q, before slowly following S2. Hence, we
computed the part of H to this side of q as closely to Wu(q) as possible.

5 Computing the surface of heteroclinic connections in the singular limit

We now consider the limiting surface H0 of connecting orbits from C2 to C3 for ε = 0. Recall that system (1) then
reduces to the three-dimensional system (2) in which B is a parameter. Hence, the surface H0 is the one-parameter
family, parametrized by B, of connections between the saddle equilibria of (2) on C2 and on C3, respectively. It is simple
to sweep out H0 with varying B once an initial connection is found for fixed B. The problem then reduces to finding
a heteroclinic connection between two saddle equilibria in a three-dimensional system. This is exactly the situation
addressed in [26, 25] and we now briefly explain how this approach can be used for our purposes.

Note that we now rescale system (2), that is, we consider

du

ds
= TG(u), (24)

where u(s) = (A(s), X(s), Y (s)) ∈ R3 is now a three-dimensional vector, G is the right-hand side of (2), and T is the
integration time on the fast time-scale.

We compute H0 as the one-parameter family of concatenated orbit segments (w,u), that are solutions of (24). We
again turn to Lin’s method to find an initial orbit segment pair lying on H0 via homotopy steps. We begin by choosing a

B̂ ∈ (Bin, Bout) corresponding to points p̂2 ∈ C2 and p̂3 ∈ C3. A two-dimensional Lin section, denoted L̂ , is chosen such

that, for any value of B̂ ∈ (Bin, Bout), it divides the three-dimensional phase space into a region containing p̂2 and a region

containing p̂3. Inside L̂ , we choose a Lin vector vZ with the property that it is not tangent to Wu(p̂2) or W s(p̂3). The
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Figure 11: The surface of heteroclinic connections H (red/blue surface) and the Lin section L (charcoal surface) in
projection onto (B,A,X)-space (a) and onto (B,A, Y )-space (b). The portion of Wu(S2) swept out by the family of w
is colored red and the portion of W s(S3) swept out by the family of u blue. Also shown are representative concatenated
orbit segments (w,u) (forest green/magenta curves), the curves C2, C3, and C4

±, and the points F1, F2, H and q which
is partially obscured by H and L .

Lin vector vZ then defines the associated Lin space Z. We then use the methods outlined in [25] to compute w ∈Wu(p̂2)
and u ∈W s(p̂3) satisfying appropriate boundary conditions. We first impose two conditions,

u(1) ∈ Υ3 = {ω ∈ R3 | ‖p̂3 − ω‖ = r3} ∩ Es(p̂3), (25)

and
w(0) ∈ Υ2 = {ω ∈ R3 | ‖p̂2 − ω‖ = r2} ∩ Eu(p̂2), (26)

where radii r2 and r3 are chosen such that the closed curves Υ2 and Υ3 are close to p̂2 and p̂3, respectively. We next
impose the conditions

u(0) ∈ L̂ , (27)
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Figure 12: The computed portion of H (red-blue fade surface) is shown in projection onto (B,A,X)-space (a) and onto
(B,A, Y )-space (b) with Wu(q) (cardinal surface). The unstable manifold Wu(q) bounds the computed portion of H .
Also shown are representative concatenated orbit segments (w,u) (forest green-magenta fade curves), the curves C2, C3,
and C4

±, and the points F1, F2, H and q which is partially obscured by H and Wu(q).

and
w(1) ∈ L̂ , (28)

while additionally requiring that
w(1)− u(0) ∈ Z.

As before, this can be achieved (generically) by setting

vZ =
u(0)−w(1)

‖u(0)−w(1)‖

for a pair (w,u) of orbit segments that satisfy (27) and (28). The signed distance between w(0) and u(1) inside Z is
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given by
η = [w(0)− u(1)] · vZ , (29)

which is a regular test function. To implement u(0),w(1) ∈ Z, we now define a single unit normal vector n ⊥ vZ and
impose the condition

[u(0)−w(1)] · n = 0 (30)

which ensures that w(1) − u(0) remains in Z. Note that vZ and n now remain fixed throughout the computation. By
construction, the pair (w,u) at the end of the first homotopy step is a solution to the 2PBVP defined by (25), (26), (27),
(28), (29), and (30); keeping η, T , u(0)B , and w(1)B as free parameters allows us to close the Lin gap and satisfy η = 0,
at which point the concatenation of w with u forms a connecting orbit segment in H0.

In our specific set-up, we choose B̂ = 0.4, r3 = 0.0001, and L̂ = {ω ∈ R4 |ωA = 6.0 }. After the above homotopy

steps, we sweep out H0 by imposing η = 0 and increasing and decreasing the parameter B̂, keeping T , w(1)B , u(0)B ,
and the coordinates of p̂2 and p̂3 as free parameters. Note that we are not limited by Wu(q) in the computation of H0,
because q is just one of the equilibria on C2. However, there is an additional challenge due to a change in the type of
equilibria on C2. For B̂ < 0.476858, the saddle p̂2 has real eigenvalues and for B̂ > 0.476858 the eigenvalues are complex
conjugate, causing spiralling of w that increases as B̂ approaches HB . More mesh points are needed to approximate w
as this orbit segment spirals more and more. A constant mesh size throughout the computation is an advantage when
one wants to render the overall surface H0. Hence, we keep the mesh fixed but allow the radius r2 to increase linearly
from 0.0001 to 0.2 between B̂ = 0.476858 and B̂ = 0.86, where p2 has complex-conjugate eigenvalues. Specifically, we set

r2 =

{
0.0001 B̂ < 0.476858

0.521789(B̂ − 0.476858) + 0.0001 B̂ < 0.476858

to we avoid computing tight spirals near C2 that would require more mesh points and a nonconstant mesh.
Figure 13 shows in projection onto (B,A,X)-space the two computed surfaces H0 for ε = 0 (red-blue fade surface) in

panel (a) in comparison with the surface H for ε = 0.0037 (red-blue fade surface) in panel (b). To aid a visual comparison
with H in panel (b), we show only the portion of H0 in panel (a) that lies in the region B < 0.781. Notice how H0 starts
to spiral increasingly from the equilibrium (periwinkle dot) on C2 where the eigenvalues become complex conjugate. Due
to the B-dependence of r2, the surface does not spiral all the way into C3. In both panels, three representative orbit
segments are shown on the surface (forest green-magenta fade curves). Unlike orbit segments on H , orbit segments on
H0 do not exhibit any drift in the direction along C2 and C3, respectively because ε = 0 so that B is constant. The
intersection of H0 with Wu(q) (green curve) for ε = 0 is analogous to the boundary of H near q; compare with Figure 12.
The picture indicates that H is very close to H0. We checked this observation by defining and computing an integral
distance between intersection curves of H and H0 with sections where the value of B is fixed; see the appendix for
details.

6 Mixed-mode oscillations and their geometry

We now turn to the question of what role the surface of heteroclinic connections H plays for the geometric properties
of MMOs and, especially, for the organisation of their epochs of local small-amplitude oscillations and of global large-
amplitude oscillations.

We begin by considering the fixed value of ε = 0.0037, for which there exists an attracting periodic orbit Γ for
ε = 0.0037 that is clearly an MMO. Figure 14 shows Γ (green curve) in projection onto (B,A,X)-space with the surface
H (red-blue fade surface) of heteroclinic connections, which has been extended in backward time past H. Here the
attractor Γ was obtained by forward-time integration. Figure 14(a) shows a global view of Γ and H . We observe Γ
entering into the region of SAOs near the attracting branch C4

− of C. The MMO spirals as it enters the scroll-like region
of H , with increasingly smaller SAOs as it makes a slow passage past H to C2; note that S2 is not distinguishable from
C2 at this scale. On the other side of H, near C2, we observe the SAOs increasing in size until Γ leaves the region of
SAOs. An enlargement of the slow passage near H is shown in panel (b). In this enlargement, we also see Γ exit the
region of SAOs by spiralling out of the scrolls of H to the underside of the flatter part of H in between C2 and C3. The
global view in Figure 14 (a) shows that Γ subsequently tracks an orbit segment on H at an intermediate speed to cross
over to C3; again, S3 is not distinguishable from C3 at this scale. We find that Γ extends slightly past the fold point F1

before making a single LAO, mostly in the X- and Y -directions, back to the attracting slow manifold near C4
−. Hence,

we conclude that the global return mechanism of Γ, from a region of SAOs via an LAO and back to the region of SAOs,
clearly involves the surface of heteroclinic connections H .

Singular objects generally play a role in organizing the geometry of an MMO provided ε is small enough; see [6] for an
overview and original references. Indeed, any periodic MMOs can be continued for decreasing ε, ideally to their singular
limits for ε = 0 to connect with theoretical results [9, 6, 33]. This motivates us to investigate the MMO periodic orbit
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Figure 13: Projections onto (B,A,X)-space of the portion of H0 lying in the region B < 0.781 (red-blue fade surface) (a)
and of H for ε = 0.0037 (red-blue fade surface) (b). Also shown in panel (a) for ε = 0 are the intersection Wu(q) ∩H0

(green curve) for ε = 0 and the point p ∈ C2 (periwinkle dot) with pB ≈ 0.477 where the eigenvalues become complex
conjugate. Both panels also show representative orbit segments (forest green-magenta fade curves), the equilibrium q
(green cross), the curves C2, C3, and C4

±, and the points F1, F2, and H.

Γ for varying ε. Figure 15 shows that the continuation of Γ in ε results in an isola; that is, a closed curve when an
observable is plotted against ε. Here we show as observables the maximum A-value along Γ in panel (a) and the period
TΓ of Γ in panel (b). Here, the short blue segment of the isola indicates where Γ is stable; it is unstable along the red
segment, meaning that Γ has at least one unstable Floquet multiplier. It is known from previous literature that MMO
periodic orbits may form isolas when other parameters are varied [9, ?]. Specifically for the Olsen model, isolas were
found in [7] where a single parameter in their formulation was changed; in our context this would mean changing α, ε, κ,
and λ simultaneously in a certain way; see [27] for the exact parameter rescalings. Nevertheless, it is somewhat surprising
that we find that Γ forms an isola when continued in ε. In particular, the continuation of Γ does not reach ε = 0. Rather
there is a minimum at the fold point for ε ≈ 0.00055, and also a maximum at another fold point for ε ≈ 0.00389; hence,
the MMO periodic orbit Γ exists only for this range of ε.

The question arises how Γ changes during one loop around the isola and whether its (changing) geometric properties
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Figure 14: The attracting MMO Γ (green curve) and the surface of heteroclinic connections H (red-blue fade surface)
for ε = 0.0037 shown in projection onto (B,A,X)-space. The surface H is extended in backward time past the Hopf
bifurcation point H. Panel (a) shows the global view of Γ tracking H from C2 (dashed raspberry curve) to C3 (dashed teal
curve) and then transitioning back to C4

− (solid black curve) which constitutes the LAO. Panel (b) shows an enlargement
of the region where Γ makes a subsequent slow passage past H to generate SAOs.

can be related to singular objects for ε = 0. In Figure 15 the green dot labeled [a] corresponds to the original stable MMO
shown in Figure 14. More dots are shown along the isola, and they correspond to MMOs that are shown and discussed
in the remainder of this section. First of all, there are two more labeled dots: the green dot labeled [b] at the minimum
in ε and the green dot labeled [c], which is chosen such that the corresponding MMO is representative of a particularly
interesting geometry of Γ. The MMO periodic orbits at these green dots [a]-[c] are shown in Figure 16 together with
H0 and other singular objects introduced below. Moreover, Figure 17 shows projections onto the (B,A)-plane of Γ and
the singular objects at the green dots [a]-[c], as well as at the intermediate taupe dots along the isola in Figure 15; the
corresponding time traces of the X-coordinate of these MMO periodic orbits are shown in Figure 18.

Figure 16 shows Γ in projection onto (B,A,X)-space for three values of ε in relation to several singular objects of
the limit ε = 0. Specifically, we show portions of C2, C3, C4

±, H0, and three additional singular objects. The singular
jump orbit J (magenta curve) is the solution of the reduced system (2) that connects the point F1 to the branch C4

−;
indeed, the corresponding point on C4

− is the only attractor for this value of B. The dual of J , denoted J ∗ (magenta
curve), is a trajectory on H0 that lies at an equal distance away from H in the B-direction. We refer to J ∗ as the
dual of J because, in the limit of ε = 0, the drift in B along C4

− from J to H takes the same time as the drift in
B along C2 from H to J ∗. A surface P of singular saddle periodic orbits (midnight-grape surface) originates from H
and ends at a homoclinic connection to an equilibrium on C3. Each periodic orbit for fixed B on the surface P has a
two-dimensional stable and a two-dimensional unstable manifold. Hence, the surface P has a three-dimensional stable
and unstable manifolds.

Figure 16(a) shows the attracting MMO Γ for the original value of ε = 0.0037, the same as in Figure 14 and
corresponding to the green dot labeled [a] in Figure 15. As in Figure 14, Γ is seen to enter into the region of SAOs near
the attracting branch C4

− of C exhibiting decreasing SAOs as it spirals through the surface P of singular periodic orbits.
The SAOs increase as Γ passes P near the Hopf point H. Then Γ exits the region of SAOs by following H0 closely to a
region near C3 (illustrating again the closeness of H0 and H at this scale). It extends past F1 before making an LAO
back to C4

−. The single LAO somewhat tracks the singular jump orbit J (magenta curve) from F1 to C4
−. We also

observe that Γ exits the region of SAOs near its dual J ∗ (magenta curve). These observations are consistent with our
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Figure 15: Isola of periodic MMOs Γ when ε is varied, shown in terms of the maximum value of A (a) and its period TΓ

(b), respectively. Here, Γ is stable along the blue part and unstable along the red part of the isola. Green dots labeled [a],
[b], and [c] correspond to Γ as shown in Figure 16; these and the taupe dots correspond to MMOs shown in Figures 17
and 18.

expectation that the SAOs are due to the tourbillon mechanism of passage through a Hopf bifurcation as described in [6];
in particular, the distance between H and where Γ enters the region of SAOs is similar to the distance between H and
where Γ leaves it. This also means that the number of SAOs exhibited by Γ before reaching H is approximately the same
as the number of SAOs exhibited after passing it. Overall, Figure 16(a) suggests that J , J ∗, and appropriate portions
of C2, C3, C4

±, and H0 may act as a singular limit for Γ.
Figure 16(b) shows Γ for the smaller value of ε = 0.00055, corresponding to the green dot labeled [b] at the minimum

of the isola in Figure 15. We see Γ entering the region of SAOs via the attracting branch C4
−. The periodic orbit Γ now

closely follows the surface of singular periodic orbits P generating large SAOs in the process. Notice that Γ does not pass
near H, but passes through P in the (B,A,X)-projection. The MMO then follows the two-dimensional intersection of
W s(C3) and the unstable manifold of P (not shown) away from P toward C3. As the MMO crosses the region between
C4
− and C3, it exhibits minimal drift in the B-direction due to the smaller value of ε, compare with panel (a). Almost

immediately after reaching C3, Γ makes an LAO that tracks the singular homoclinic connection which limits the surface
P, back to the region of SAOs. The MMO shown in Figure 16(b) features a much narrower range of B-values than the
one shown in panel (a) while the amplitude of the SAOs is larger. Our observations in panel (b) suggest that Γ has P
as a singular limit, which corresponds to a much more localized phenomenon.

Figure 16(c) shows Γ for the larger value of ε = 0.00383, corresponding to the green dot labeled [c] in Figure 15. As
in Figure 16(a), Γ enters the region of SAOs near where J meets C4

−, transitions through H to C2, exits the region of
SAOs near J ∗, and follows H0 to C3. Upon reaching C3 well before F1, the MMO Γ has an LAO that quickly takes it
back to C2 rather than to C4

−. Without exhibiting any SAOs, it then drifts back to C3 and has a second LAO starting
well past F1, very much like the LAO of the MMO in panel (a). For this MMO appears to be quite different qualitatively,
featuring two LAOs, and it is unclear what role the different singular objects play in this.
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Figure 16: The periodic MMO Γ (green curve) shown in projection onto (B,A,X)-space with the portion of H0 (red-blue
fade surface) lying in the region B < 0.781, the jump-back trajectory J (magenta curve) and its dual J ∗ (magenta
curve), and the surface P of singular periodic orbits (midnight-grape surface). Also shown are C2, C3, C4

±, F1, F2, and
H. Panel (a) shows Γ for the orignal value of ε = 0.0037 and panels (b) and (c) show Γ for ε = 0.00055 and ε = 0.00383
at the points labeled [b] and [c] in Figure 15, respectively.

Figure 16 illustrates that the behavior of Γ changes significantly around the isola. A natural question is then how
Γ deforms continuously as one moves around the isola. The change in geometry is shown in finer detail in the panels
of Figure 17. This figure can be imagined as stills of an animation, beginning and ending at the original MMO for
ε = 0.0037, as the isola is followed in a counter-clockwise direction, where the individual images are taken at the marked
dots in Figure 15. In Figure 17 we show the projection onto the (B,A)-plane of Γ and also the singular objects J , J ∗,
P, F1, H, and relevant portions of C. The MMO periodic orbits shown in the panels labeled [a], [b], and [c] correspond
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Figure 17: Projections onto the (B,A)-plane of the MMO Γ (green curve) showing its evolution when varying ε counter-
clockwise around the isola in Figure 15. Panels with labels [a], [b], and [c], and those without labels correspond to the
labeled and taupe dots in Figure 15, respectively; compare also with Figure 16. Also shown are J and J ∗ , P, F1, H,
and segments of C2, C3, and C4

±; see their labels in the first panel.
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[a]ε = 0.0037, TΓ = 80.5569 ε = 0.00136, TΓ = 85.9311 [b]ε = 0.00055, TΓ = 103.6546

ε = 0.00071, TΓ = 100.5629 ε = 0.00118, TΓ = 94.7174 ε = 0.00261, TΓ = 90.9891

ε = 0.00309, TΓ = 90.5799 ε = 0.00383, TΓ = 89.7610 [c] ε = 0.00379, TΓ = 88.7281

ε = 0.00377, TΓ = 87.1586 ε = 0.00376, TΓ = 84.3881 ε = 0.0037, TΓ = 80.5569 [a]

Figure 18: Time series of the X-coordinate of the periodic MMO Γ over one period TΓ (shown at top of panels) for
varying ε; the individual panels correspond directly to those of Figure 17.

to the instances of Γ shown in Figure 16(a), (b), and (c); the other panels are for the the intermediate unlabeled taupe
dots in Figure 15; in each panel of Figure 17 the corresponding value of ε is shown at the top. Figure 18 shows the time
series of the X-coordinate over one period of the MMO Γ along the isola for the exact same values of ε, again imagined as
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stills of an animation. Here, the horizontal axis is the rescaled time variable t ∈ [0, 1], and the period TΓ of the periodic
MMO is shown at the top of each panel with the corresponding value of ε.

The first row of panels in Figures 17 and 18 illustrates the transition of Γ from ε = 0.0037 at [a] to ε = 0.00055 at
[b]. Note in Figure 17 how the B-direction narrows continuously and the amplitude of SAOs increases. In the process,
Γ makes an earlier fast exit from the region of C3, well before reaching the point F1. The intermediate panel is a good
example of a tourbillon mechanism with a nearly symmetrical change in sufficiently large amplitude of the SAOs on either
side of H. As a result, the periodic MMO Γ for ε = 0.00055 at [b] is quite localized near the point H; compare with
Figure 16(b) and note that Γ lies entirely to one side of H. The corresponding panels in Figure 18 clearly illustrate the
increasing amplitude of SAOs; notice also the increasing period of SAOs as ε decreases.

The subsequent transition from [b] to [c] is shown in Figures 17 and 18 in the second row and up to the middle panel
of the third row. The main feature is that the outermost SAO increases in amplitude to become a second LAO. Already
for ε = 0.00071, the largest SAO immediately after the LAO has increased so much in amplitude that we refer to it as
an LAO. This is seen even more clearly in Figure 18, where there is a clear gap in the time series between LAOs. As ε
is increased further, to ε = 0.00118, this panel looks like the panel directly above it with an additional LAO on the left.
The first LAO back to C4

− is initially to the right of H in Figure 17, but it moves left as ε is increased and the first LAO
occurs earlier and earlier until it is approximately at H in panel [c]. Corresponding panels in Figure 18 show that the
distance between the two LAOs increases and the tourbillon mechanism becomes smaller in amplitude.

The remaining panels of Figures 17 and 18 show the transition from [c] back to [a]. The tourbillon mechanism does
not change in these panels, the only change we observe is an increasing gap between the first and second LAO until the
distance between the last SAO and the first LAO is much smaller than the distance between LAOs. In this process, the
amplitude of the first LAO decreases substantially until it is of the same order of magnitude as the last SAO, and so we
refer to it again as an SAO. This increase in the distance between LAOs corresponds, in Figure 17, to the the first return
to C4

− after the SAOs moving well to the left of H. We can see the decrease of the maximum A-value in Figure 17 for
the first, left-most LAO until we return to the periodic MMO Γ back at [a]. A similar decrease of the X-coordinate can
be observed in the corresponding panels of Figure 18.

Overall, we conclude that the periodic MMO periodic orbit Γ changes considerably along the ε-isola in the following
way: SAOs grow and then shrink in amplitude, generating a second LAO in the process that splits on one side and then
rejoins on the other. Moreover, we see that the singular objects that appear to be influencing the geometry of MMOs
change as Γ makes its way around the isola. For the original value ε = 0.0037, as well as other relatively large values of ε,
the singular jump orbits J and J ∗ appear to limit the tourbillon mechnisms of generating SAO via a close passage near
the singular Hopf bifurcation point H. For ε = 0.00055 and other relatively small values of ε, on the other hand, we find
that the singular surface P plays a role for the return mechanism of the second LAO. Along the entire isola, the surface
H of heteroclinic connections and its singular limit H0 are the objects that enable the global exit of Γ from a region
of SAOs and the generation of a subsequent LAO. We conclude that the surface H of heteroclinic connections between
two one-dimensional saddle branches of the slow manifold is an integral geometric ingredient of a previously unknown
mechanism for the generation of MMOs in a four-dimensional phase space.

7 Conclusions and outlook

We studied a four-dimensional model of peroxidase-oxidase reaction due to Olsen [1983], in a parameter regime where
one variable is slow and three variables are fast [27]. The basic underlying invariant set in the singular limit is a one-
dimensional S-shaped critical manifold consisting of equilibria of different stability types. One branch is stable and
connects at a fold point to a saddle branch, which subsequently connects at a second fold point to another branch of
saddle equilibria. Hence, there exist two branches of saddle equilibria with different indices (number of unstable direc-
tions). When ε is increased from ε = 0, these two branches of equilibria perturb to one-dimensional slow manifolds of the
full system — one with a three-dimensional stable manifold and the other with a three-dimensional unstable manifold.
Therefore, there is the possibility that these two manifolds intersect and, if they do, they intersect generically in a surface
of connecting orbits. We presented a numerical set-up to compute the objects involved, specifically:

(i) one-dimensional saddle slow manifolds in a four-dimensional phase space;

(ii) two-dimensional submanifolds of their three-dimensional (un)stable manifolds; and

(iii) a surface of connecting orbits from one slow manifold to the other.

The underlying idea is to represent each of these objects as (families of) orbit segments that are solutions of suitably
defined boundary value problems; the latter are then solved by a boundary value problem solver in conjunction with
numerical continuation, and we used the package AUTO for this task. More specifically, we computed a one-dimensional
saddle slow manifold as an orbit segment that stays for the longest time in a tubular neighborhood of the respective
branch of equilibria of the critical manifold. Subsequently, we computed pieces of two-dimensional stable or unstable
submanifolds as families of orbit segments that start or end in a suitable section further away and then enter and stay
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in the tubular neighborhood for an order-one amount of time on the slow time scale. This is a generalization to a four-
dimensional setting of the approach from [13] for systems with one slow and two fast variables; as a new element, we
defined several three-dimensional and two-dimensional sections to which the end points of orbit segments are restriced
during the different steps of such a computation. To find connecting orbits we employed a Lin’s method approach: we
considered a pair of orbit segments, one in the three-dimensional stable manifold of one slow manifold and a second in the
three-dimensional unstable manifold of the other slow manifold, with one end point each in a common three-dimensional
section. The signed distance along a fixed direction of the two end points is (generically) a well-defined test function for
the occurrence of a connecting orbit. We found a first connecting orbit as a zero of this test function, and then swept out
the surface of connections in a subsequent continuation run.

Our computations showed that there is indeed a surface H = W s(S2) ∩Wu(S3) of connecting orbits between two
saddle slow manifold S2 and S3; specifically, we computed H for ε = 0.0037. This confirmed a suggestion in [7], based
on a quasi steady-state assumption, that such a connection may exist in the four-dimensional Olsen model. Even though
our choice of parameters for the Olsen model places it in the class of systems with three fast variables according to [27],
orbits on the surface H evolve on an intermediate time-scale. Namely, we find that the variable A, while definitely faster
than the slow variable B, evolves considerably slower on H than both X and Y . In other words, finding H reveals an
intermediate time-scale in the region of phase space where this surface exists. This is the case because connecting orbits
on H approach both S2 and S3 tangent to the eigenspaces of the respective weakest stable and unstable eigenvalues,
which are the eigenvalues that become zero at the fold point where S2 and S3 meet. Which of the fast variables, or which
combination thereof, experiences the associated slowing-down depends on the components of the weakest eigendirections
in the fast subspace.

We next showed that the surface H plays a crucial part in the global reinjection mechanism of a stable MMO (mixed-
mode oscillation) periodic orbit Γ, which features a single LAO (large-amplitude oscillation) and SAOs (small-amplitude
oscillations) that are generated by a passage near the (singular) Hopf bifurcation point. Following an orbit on H closely
allows Γ to make a transition (at an intermediate time-scale) from one saddle slow manifold in the region of SAOs past
the Hopf bifurcation to the other slow manifold, which it then follows slowly to a fold point where a very fast transition
segment is responsible for the return back to the region of SAOs. Continuation of the MMO periodic orbit in ε towards
the singular limit ε = 0 revealed that Γ lies on an isola, that is, it exists only for a finite interval of ε-values that come
close to but do not reach ε = 0. When followed once around the isola, Γ was found to change quite dramatically: the first
SAO grows and becomes another LAO; subsequently, the original LAO shrinks to become the last SAO. We illustrated
this by showing representative instances of Γ along the isola together with the singular objects for ε = 0, including the
surface H0 = W s(C2) ∩Wu(C3) of connecting orbits between the corresponding equilibrium branches C3 to C2 of the
critical manifold. We computed H0 also with a Lin’s method approach and checked that H for ε = 0.0037 is very close
to H0, as theory predicts.

Our numerical set-up for the computation of one-dimensional slow manifolds and their (un)stable manifolds nicely
complements the methods from [20] for the computation of two-dimensional slow manifolds and their (un)stable manifolds.
Hence, there now exists a suite of advanced numerical tools that can be used for the bifurcation analysis of slow-fast
systems with phase spaces of dimension four (or even larger). Many systems, such as the Olsen model, have a explicit
time-scale separation into different groups of variables. On the other hand, for many systems arising in applications this
is not the case and their slow-fast nature depends on where in phase space a trajectory, or a segment of a trajectory,
lies; in particular, slow manifolds in different parts of phase space may have different dimensions. Our boundary value
problem formulations do not require an explicit time-scale separation, and the same is true for the related numerical
methods in [8, 20, 13, 34]. Rather, what is needed is local stability information near different parts of critical manifold.
It is an interesting subject for future research to couple these methods for the computation of slow manifolds of different
dimensions with numerical methods that are able to determine an only implicitly given slow-fast structure [32, 47], thus,
providing the necessary information about local critical manifolds.

Regarding the Olsen model itself, there are certainly a number of interesting open question concerning the organization
of its MMOs. The fact that the isola of MMO periodic orbits Γ does not reach the singular limit is intriguing, because
it raises the question what singular limit one should consider. Answering this question, which is the subject of ongoing
research, may well require varying other system parameters. In particular, we are investigating the influence of the relative
time-scale difference between A and B on the MMO geometry that we find along the isola. Another direction for future
research is to consider the Olsen model in the same spirit for different ranges of its system parameters.

The arrangement of singular objects responsible for the existence of the surface H , namely a folding one-dimensional
critical manifold with two saddle branches, is not exclusive to the Olsen model but generic. This means that a surface
H of connecting orbits between two saddle-slow manifolds must be expected to be present in any other slow-fast systems
with one slow and three fast variables and a folded saddle critical manifold. In fact, the entire mechanism that gives rise
to the types of MMOs found in the Olsen model may also exist in other four-dimensional slow-fast systems. On the other
hand, a surface such as H can also exist in conjunction with other (arrangements of) invariant objects of the singular
limit. It will be interesting to study what types of global dynamics, and possibly associated MMOs, may be generated in
this way in other slow-fast systems.
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A Computing the Distance of H from H0

Fenichel theory implies that H converges to H0 with decreasing ε [14]. A natural question is then how close H0 and H
are to each other for ε = 0.0037. To investigate the distance of H from H0, we stratify the surfaces into intersections

with sections Λ = {ω ∈ R4 | ωB = B̂} for several values of B̂. We denote intersections H ∩Λ := H B̂ and H0∩Λ := H B̂
0 ,

respectively. A B̂-dependent integral distance between H B̂ and H B̂
0 in Λ can then be computed to give an idea of the

distance of H from H0.
Any H B̂

0 can readily be obtained by including the requirement that B = B̂ in the computation of H0. We increase
the mesh size for accuracy in the computation and take r2 = 1× 10−3. Since we do not intend to render a surface after

the computation of H B̂
0 , it is not necessary here to keep the mesh size constant for all B̂.

To compute H B̂ , we could use a computer package such as Matlab to approximate the intersection curve H B̂ =

H ∩ Λ from the data of the computed surface H . However it is much more accurate and elegant to compute H B̂

via continuation, which works as follows. We first follow the steps for computing H and stop the continuation when
u(0)B = B̂ instead of sweeping out the entire surface. We then replace conditions (17) and (18) with the new boundary
conditions

u(0) ∈ Λ (31)

and
w(0) ∈ Λ (32)

and continue the one-parameter family of paired orbit segments (w,u) satisfying (19), (20), (21), (22), (31), and (32)

with varying u(0)A and T . The curve H B̂ is then given as the one-parameter family u(0).

The three-dimensional section Λ for fixed B̂ is divided into two regions by a two-dimensional surface of points at
which the vector field (1) is tangent to Λ in the B-direction; this happens when dB

dt = 0, that is, when X = 1/B̂ − AY
according to (1). This surface, called a tangency locus [30], divides the curve H B̂ into two parts: along one part the
flow of (1) is from left to right (from larger to smaller values of B), and along the other the flow is from right to left.

Our algorithm computes both pieces of H B̂ , corresponding to the pieces of H , shown in Figure 19, in a single run; see
also [12]. The two pieces are distinguished by the properties of the paired orbit segments (w,u) that represent orbits on

H . Each panel of Figure 19 shows one of the two pieces of H computed for B̂ = 0.75 with the w-family plotted in red
and the u-family plotted in blue. Panel (a1) shows a global view of the portion of H for which the flow moves from left to

right through u(0) ∈H B̂ . Panel (a2) is an enlargement of the region where H intersects Λ. An example orbit segment
is shown in forest green and magenta, and we can see that u(0) lies in the spiralling region of H . Panel (b1) shows a
global view of the portion of H for which the flow through u(0) moves from right to left. Panel (b2) is an enlargement
of the region where H intersects Λ, illustrating with an example orbit segment that u(0) lies in a non-spiralling region
of H . Note that the orbit segments u in panels (a1) and (a2) have the segments to the right of Λ in common with the
orbit segments w in panels (b1) and (b2). The pieces of H shown in Figure 19(a1) and Figure 19(b1) do not constitute
the entire surface H . This is due to the strong contraction in backward time near C2, which results in many (w,u)-pairs
being indistinguishable numerically in terms of the end point u(0).

Once computed as described above, we compare H B̂
0 and H B̂ inside Λ for several choices of B̂ ∈ (HB , F1B

). Figure 20

shows intersection curves H B̂
0 (green) plotted on top of H B̂ (purple) for B̂ = 0.8, B̂ = 0.75, B̂ = 0.62, and B̂ = 0.4

(left to right) in projection onto (B,A,X)-space. Recall that the boundary of H B̂
0 is (C2 ∪ C3) ∩ Λ and the boundary

of H B̂ is (S2 ∪ S3) ∩ Λ. Therefore, differences in the boundary points of H B̂ and H B̂
0 are expected, because S3 and

S2 lie O(ε) away from C3 and C2, respectively. Near S3, the boundary point of H B̂
0 has a larger A-value, and, in the

spiralling region near S2, the boundary point of H B̂
0 has a smaller A-value than the boundary points of H B̂ . The

difference between boundary points of H B̂ and boundary points of H B̂
0 is visible in Figure 20 only for B̂ = 0.4. There is

also a noticeable difference between the respective two curves farther away from the boundary points in areas where H B̂
0

and H B̂ spiral. We can see that more spiraling corresponds to a larger distance between the curves; in other words, the

difference between H B̂ and H B̂
0 is more pronounced for B̂ closer to HB .

It is not straightforward to define and compute a distance function or norm between two general curves in R3. The

approach we take here is to consider how far the curve H B̂ is from the curve H B̂
0 , which we measure as the integral over
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Figure 19: Computation of the intersection curve H B̂ in Λ (charcoal surface) for B̂ = 0.75, shown in projection onto

(B,A,X)-space. Row (a) shows the pairs (w,u) used to compute the upper part of H B̂ when w is entirely to the left

of Λ; and row (b) shows the pairs (w,u) used to compute the lower part of H B̂ when u is entirely to the left of Λ. Here
the surface traced out by w is red with a sample orbit in forest-green, and the surface traced out by u is colored blue
with a sample orbit in magenta. Panels (a1) and (b1) provide the respective global view and panels (a2) and (b2) are
enlargements near Λ.

points l on the curve H B̂
0 of distances to corresponding points in H B̂ . (Note that this distance is not reflexive, since

the distance of H B̂ from H B̂
0 is not the same as the distance of H B̂

0 from H B̂
0 .) Instead of the integral, we compute

a corresponding sum after mesh discretization, to obtain a discretized distance. To this end, we assign a mesh of size N

to H B̂
0 and index mesh points, denoted by li, from 1 to N , starting from those closest to C3. This can be accomplished

by fitting a spline Spl0 to the computed data points on H B̂
0 , obtained by continuation with Auto. Desired mesh points

can then be computed with Spl0 at desired arclengths along H B̂
0 . For each li ∈H B̂

0 , we denote the associated point on

H B̂ by ki ∈H B̂ . The discretized distance is then the average distance between the point pairs, given as the sum

dB̂ :=
1

N

N∑

i=1

‖li − ki‖ .

A fundamental difficulty in computing such a distance is that for every li, we need to make a choice of how to find
ki. This is not straightforward because there is no general way of choosing a coordinate system that defines the point ki
uniquely as a continuous function of the position of li. Given that H B̂ is quite close to H B̂

0 , we define ki as the closest

point in the plane Ni through li that is perpendicular to (the tangent of) H B̂
0 at li. Hence, ki is found as the intersection
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Figure 20: Projection onto (B,A,X)-space of the intersection curves H B̂ (royal purple) of H and H B̂
0 (green) of H0

with Λ for B̂ = 0.8, B̂ = 0.75, B̂ = 0.62, and B̂ = 0.4 (left to right). The curve H B̂ is visible behind H B̂
0 only in the

region where the curves are spiralling.

point in Ni ∩H B̂ that is closest to li. Indeed, a fundamental issue is that in general Ni ∩H B̂ may consist of more than
one point, or may even be empty. This problem notwithstanding, the ki can readily be computed for all li (if they exist).

Before such a computation can start, one must deal with the problem that one end of one of the two curve ‘sticks out’

beyond the end point of the other curve, so that li near the boundary points of H B̂
0 may not have appropriate matches

ki on H B̂ ; see Figure 20(a), where H B̂
0 (green curve) and H B̂ (purple curve) are shown for B̂ = 0.75. To avoid this

problem, we first truncate H B̂
0 near C3 so that at its first (mesh) point the plane normal to H B̂

0 intersects the first

computed data point of H B̂ . At their other end points, the two curves approach C3 and S3, respectively, and we denote
by ∆B̂ the distance between these two computed end points, representing C3 ∩ Λ and S3 ∩ Λ; see Figure 20(b), where

∆B̂ ≈ 0.009796 is represented by a connecting black line. Near C3, where the curves do not spiral, we truncate H B̂
0 with

a perpendicular plane. However, near C2 this approach is not suitable because H B̂
0 may spiral into the point C2 ∩ Λ;

instead, we truncate H B̂
0 so that its last (mesh) point has distance 2∆B̂ from C2 ∩ Λ.

With the built in Matlab function spline, we fit splines Spl0 and Spl to the truncated curves H B̂
0 and H B̂ ,

respectively. Apart from the truncated end points, we choose the set of computed data points obtained from the Auto

continuation as the mesh points li on H B̂
0 , which gives a mesh with well over N = 700 mesh points. For each li, we apply

the built-in Matlab function fnder to Spl0 to obtain a unit tangent vector, which is then used to define Ni. The points
ki ∈ Ni are then computed with the spline function Spl. The enlargement in Figure 21(c) shows a representative (li, ki)-

pair (magenta dots) on H B̂
0 and H B̂ , respectively, and the corresponding Ni (charcoal plane). This is the situation,
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Figure 21: Intersection curves H B̂ (royal purple) and H B̂
0 (green) for B̂ = 0.75 projected onto the (A,X)-plane (a).

An enlargement of the spiralling region near the end points of the curves is shown in panel (b) with the line of length
∆B̂ connecting them. Panel (c) shows a further enlargement of the spiralling region inside the section Λ, represented

by (A,X, Y )-space, with the plane Ni (charcoal surface) that is normal to H B̂
0 at the point li (magenta dot). The

corresponding point ki on H B̂ is also shown in magenta.

Table 2: Distances ∆B̂ between C2 ∩ Λ and S3 ∩ Λ, and dB̂ between H B̂
0 and H B̂ for selected values of B̂.

B̂ 0.4 0.62 0.75 0.8

∆B̂ 1.02414× 10−3 10.90585× 10−3 9.79563× 10−3 6.97168× 10−3

dB̂ 0.0460310× 10−2 1.47538× 10−2 0.763856× 10−2 1.109913× 10−2

like for most points li, where there is (locally) a unique intersection point. Indeed, there are generally other intersection

points with Ni much further away when H B̂
0 and H B̂ are spiralling, and this if why we choose ki to be the intersection

with the smallest arclength distance from ki−1, which is locally consistent.
The spiralling nature of the two points we are comparing creates certain geometric issues for finding ki. It may happen

at some li that there is no local intersection (near ki−1) between H B̂ and Ni any longer (there will generally be other

intersection points further away from li with other arms of the spiral); this arises when the normal plane to H B̂
0 becomes

tangent to the curve H B̂ in between the points li−1 and li. We find that this happens only at only a few points of the
mesh, and we omit these mesh points from the calculation of the distance average dB̂ of (A), which means adjusting the

mesh size N accordingly. A less serious issue is that segments of H B̂ may be outside the convolute of H B̂
0 . In this case,

local intersection points ki can still be determined uniquely, but the sequence (ki) is then no longer ordered by arclength

along H B̂ . In particular, this illustrates that the distance we consider is not invariant with respect to exchanging the

two curves; that is, the distance dB̂ of H B̂ from H B̂
0 that we compute is not the same as the distance of H B̂

0 from H B̂

(where the points li are on H B̂).

We find that the distance dB̂ , computed as explained above for a number of values of B̂, provides a practical measure
of how close the suface H for ε = 0.0037 is from its singular surface H0. Specifically, we computed the distance for the
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curves shown in Figure 20, and the results are summarized in Table 2. Note that the distances dB̂ between the curves

H B̂
0 and H B̂ are of same order as the distance ∆B̂ between their end points C2 ∩ Λ and S3 ∩ Λ. This agrees with the

general results [14] that the distance of S3 from C2 and the distance of H from H0 are both of order O(ε). Note that

∆B̂ and dB̂ increase with B̂ increases; this is to be expected since H B̂
0 and H B̂ are spiralling increasingly the closer B̂

is to the value BH where the singular Hopf bifurcation occurs.
Overall, the values of ∆B̂ and dB̂ in Table 2 are all at most of order 10−2, which quantifies the observation from

Figure 13 that the surface H for ε = 0.0037 and the singular surface H0 are very close to each other. In fact, sufficiently
so to justify studying the ε-dependent MMO periodic orbit Γ in Section 6 along its isola for ε ∈ [0.00055, 0.00389] in
relation to the singular objects for ε = 0, which include, in particular, the surface H0.
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[1] Benôıt, E. [1982] “Systèmes lents-rapides dans R3 et leurs canards,” Proceedings of the Third Schnepfenried Geometry
Conference 2, 159–191.
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