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1. The Mixed Derivative Spaces

Eduard Belinskĭı’s forty-nine papers touch on different aspects of the field of Approximation
Theory, and among these papers several directly address questions concerning functions with
bounded mixed derivatives, see for instance [2–9]. This is a subject which originated in the work
of N. M. Korobov in the 1950’s, and attracted a substantial interest over a period of decades.
The culmination of much that was learned is contained in the reference [15]. The subject has
points of contact with several different areas, and some new results, which this brief note will only
touch upon.

For integers d ≥ 2, let W1,2
d be the functions F : [0, 1] → R with

‖F‖2W1,2
d
B |F(0)|2 +

∫
[0,1]d
|∂x1
· · ·∂xd

F(x1, . . . , xd)|2 dx1 · · ·dxd < ∞ .

Thus, these functions have one mixed derivative in L2. In this setting, there is a Sobolev embedding
inequality which shows that W1,2

d ⊂ C([0, 1]d). Indeed, the unit ball B1,2
d of W1,2

d is a compact
subset of C([0, 1]d).

One can then study the Kolmogorov entropy of these spaces with respect to different Lq-metrics.
Namely, for some 1 ≤ q ≤∞, and 0 < ε < 1, one takes N(d, q, ε) to be the least number N so
that there are functions fn, 1 ≤ n ≤ N so that

B1,2
d ⊂

N⋃
n=1

fn + {g : ‖g‖q ≤ 1} .

These numbers, of a quite classical nature if d = 1, are more subtle in dimensions d ≥ 2.
Consider the exponentials

e2πin·x = exp
2πi d∑

j=1

njxj

 .
These are of course eigenfunctions of the mixed derivative, with eigenvalue (2πi)d

∏d
j=1 nj.

Accordingly, one must group the exponentials together according to the ‘hyperbolic’ quantity∏d
j=1 nj. This variation has profound implications for the subject.
A central result here concerns the Kolmogorov entropy numbers, when measured with respect

to an L2 norm. (Both in the definition in the mixed derivative space, and the statements of the
Theorems, we do not strive for the greatest generality.)
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Theorem 1.1. For d ≥ 2, we have
logN(d, 2, ε) ' ε−1(log 1/ε)d−1 , ε ↓ 0 .

Note that the dimension enters into the power of the logarithm. At the endpoint of q = ∞,
there is expected to be a jump in the behavior.

Conjecture 1.2. For d ≥ 2 one has the estimate
(1.3) logN(d,∞, ε) ' ε−1(log 1/ε)d−1/2 , ε ↓ 0 .

The upper bound in (1.3) is known, and the part that remains is to establish the lower bound,
that is, to construct large collections of functions in the mixed derivative space, of small norm,
which are provably far apart in the L∞-norm.

This is resolved in dimension d = 2 after an essential contribution of Talagrand. See [3,13,14].
On the other hand, this conjecture is open in dimensions d = 3. The difficulty of the conjecture
arises from the behavior of sums of hyperbolic exponentials∑

n∈Hj

an · e2 in·x

where Hj denote the set of integers n ∈ Nd with 2j ≤
∏d
j=1 nj < 2

j+1. Here, the coefficients
an can be thought of a bounded sequence, say either −1, 0, 1. The L∞-norm of such a sum
is conjecturally, larger than what is predicted by the average case analysis, and the L∞-norm is
achieved on a set that is exponentially small in n—hence invisible to the average case analysis.
There is a change in the nature of this gain over the average case analysis as one passes from two
to three dimensions, making the case of three dimensions much harder.

The underlying difficulty in this conjecture is closely related to the difficulties in related subjects.
One of these is so-called Small Ball Probabilities for certain Gaussian processes, a connection
which arose from Talagrand’s result, (See [12]) and one that Belinskĭı made contributions too
([3]). Another is the the Theory of Irregularity of Distributions ([1]), which subject, with it’s
connections to the Mixed Derivative space are described in [16]. Indeed, the range of connections
also hints of a range of methods that have been brought to bear on this question.

Recently, there has been some progress on this conjecture. For this theorem, see [10], also [11].

Theorem 1.4 (Bilyk, L., Vagharshakyan). In dimensions d ≥ 3 there is an η = η(d) > 0 so that
we have the estimate

logN(d,∞, ε) & ε−1(log 1/ε)d−1+η , ε ↓ 0 .
This proof has an ad hoc nature that is not satisfactory. Nevertheless, one can hope that some

of the techniques used will inspire those that are required to solve the full conjecture.

2. A Personal Remembrance

I met Eduard Belinskĭı only once, on a conference in 1996, leaving a hot Atlanta summer, for a
brief stay in the beautiful light of a South African winter. We both attended the first joint meeting
between the American Mathematical Society and some societies of African mathematicians, in
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Pretoria. This was the time that Eduard was working in Harare, Zimbabwe. We met at the
analysis special session, and had several stimulating conversations, as of course our interests
strongly overlapped. Unfortunately, he had to return to Harare shortly after the meeting, and
while we corresponded in the intervening years, we never met again.

He passed away before my interest in the mixed derivative questions truly developed. We would
have had a great time discussing this problem, and the insights he would have had into these new
developments are sadly lost to us.
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